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ABSTRACT: Since its development in the 1970s, the rechargeable alkali-ion battery has
proven to be a truly transformative technology, providing portable energy storage for devices
ranging from small portable electronics to sizable electric vehicles. Here, we present a review
of modern theoretical and computational approaches to the study and design of rechargeable
alkali-ion battery materials. Starting from fundamental thermodynamics and kinetics
phenomenological equations, we rigorously derive the theoretical relationships for key
battery properties, such as voltage, capacity, alkali diffusivity, and other electrochemically
relevant computable quantities. We then present an overview of computational techniques
for the study of rechargeable alkali-ion battery materials, followed by a critical review of the
literature applying these techniques to yield crucial insights into battery operation and
performance. Finally, we provide perspectives on outstanding challenges and opportunities
in the theory and computation of rechargeable alkali-ion battery materials.
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1. INTRODUCTION

The rechargeable lithium-ion battery (LIB)1 is one of the key
enablers of the modern age. With an unrivaled combination of
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portability and energy density, LIBs are ubiquitous in consumer
electronics such as cell phones and laptops and are the leading
energy storage candidate for the clean energy grid and the
electrification of transportation. It is therefore unsurprising that
LIBs and closely related modifications based on other alkali and
multivalent ions (e.g., Na+, K+, Mg2+, Ca2+) have been the
subject of extensive research since the 1970s up to the present
day, of which there are many extensive reviews on the topic.2−4

This review will focus on a relatively modern arsenal in
rechargeable battery materials research: first-principles or ab
initio calculations. In the parlance of computational materials
science, first-principles calculations refer to methods that
approximate solutions to the quantum mechanical Schrödinger
equation (such as density functional theory or DFT)5,6 using
computers, which can be combined with thermodynamics and
kinetics phenomenological equations to predict the properties of
a collection of atoms. Although the development of such
methods precedes the discovery of the LIB, it is only in recent
decades that methodological,7,8 software,9 and computing
advances have made their application to the study and
prediction of materials properties over diverse chemistries
practical and scalable.10 The scope of this review includes all
rechargeable alkali-ion batteries working on the rocking-chair
mechanism (LIBs and its relatives) but is focused on first-
principles techniques only. The aim is to elucidate the
theoretical foundations behind the prediction of battery
properties, with a smaller emphasis placed on the specific
methodologies (e.g., choice of DFT functional or parameters)
used for their computation.
The modern-day rechargeable battery, as shown in Figure 1, is

a device that stores energy through a chemical process in which a
mobile ion (e.g., Li+, Na+) is reversibly shuttled between two
electrodes through an electronically insulating and ionically
conducting electrolyte. Typically, the electrodes are intercala-
tion compounds that store the mobile ions in a topotactic
manner within a host lattice,2 although some electrodes operate
via a conversion/alloying mechanism.11,12 During discharge, the
ions are transported from the anode through the electrolyte to
the cathode, releasing electrons to perform electrical work in an
external circuit in the process. During charge, an applied voltage

reverses this ion migration process. Throughout this review, the
cathode is defined as the positive electrode during discharge, as
per the typical convention used in the literature. The majority of
cathodes are transition metal oxides and chalcogenides, where
the insertion/removal of the ion is accompanied by the
reduction/oxidation of a transition metal ion. Anodes are
typically various forms of carbon or alloys and, in selected cases,
made by the active metal. The electrolyte is usually an organic
solvent (e.g., carbonates or ethers) with an added salt (e.g.,
LiPF6),

13 although polymers and, more recently, ceramic
superionic conductors14−16 can be used in an all-solid-state
battery architecture.
A rechargeable battery should ideally have high gravimetric

and volumetric energy density, high rate capability (power),
long cycle life, good safety, and low cost. The gravimetric and
volumetric energy density are governed by the average voltage of
the battery and the capacity (number of mobile ions that can be
stored per unit weight or volume), while the rate capability is
governed by the kinetics of the ion and electron transport. The
cycle life is governed by the reversibility of the charge/discharge
process at the materials as well as device level. The remainder of
this review is structured as follows:

• In section 2, we will first develop a firm theoretical
foundation for various battery properties and how these
properties relate to computable thermodynamic and
kinetic quantities.

• In section 3, we will delve into the specific computational
techniques used to calculate battery properties. We will
start with a brief introduction to density functional theory
(DFT),5,6 the current workhorse approach to solve the
Schrödinger equation, followed by an exposition of how
the outputs of DFT computations can be used with
various simulation methodologies to obtain battery
properties.

• In section 4, we will review how DFT-based computa-
tional techniques have been applied in providing insights
into battery electrodes and electrolytes. Owing to the vast
body of research on rechargeable batteries, our review will
focus on selected advanced computational studies where

Figure 1. Schematic of a rechargeable battery during the discharging process. Green circles indicate the mobile ions (e.g., Li+, Na+, Mg2+). During
charge, the direction of the mobile ion migration is reversed.
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DFT calculations are utilized in conjunction with other
computational techniques and analysis (e.g., Monte
Carlo, molecular dynamics) to provide deep insights
into battery properties.

• Finally, we conclude this review by providing perspectives
on outstanding challenges and opportunities for theoreti-
cal modeling of rechargable alkali-ion batteries.

2. THEORY
Throughout this section, we will derive the key relationships and
equations using themost common lithium-ion battery chemistry
where Li+ is the main mobile species. All equations can be
modified for other mobile species.
2.1. Thermodynamics of Rechargeable Batteries

2.1.1. Equilibrium and the Nernst Equation. The open
circuit voltage (OCV) of an electrochemical cell is a
thermodynamic quantity. It is the voltage across the electrodes
when the battery as a whole, consisting of anode, cathode and
electrolyte, has reached equilibrium. Equilibrium at constant
temperature, pressure, and number of atoms within the battery
occurs when the total Gibbs free energy has reached a minimum
with respect to internal degrees of freedom. As a concrete
example, consider the rechargeable LIB shown in Figure 1. The
electrolyte only allows the passage of Li+ cations but prevents the
passage of electrons. Any Li that migrates from the anode to the
cathode must leave behind an electron in the anode and create
an electron hole in the cathode (inset of Figure 1). The
imbalance of charge within the individual electrodes produces a
difference in electrostatic potential within the various
components of the battery until electrostatic forces counter
the chemical forces that drive Li from anode to cathode.
In treating the thermodynamics of a Li-ion shuttle battery, we

follow the approach of Radin et al.17 To this end, it is convenient
to introduce five internal degrees of freedom:NLi+

C ,NLi+
A , andNLi+

E ,
which refer to the number of Li+ in the cathode, anode, and
electrolyte respectively andNe−

C andNe−
A , which track the number

of valence electrons in the cathode and anode, respectively.
When the electrode and electrolyte phases are individually large
relative to surfaces and interfaces, it is possible to express the
total Gibbs free energy of the battery as a sum of the free energies
of the individual components as

G N N N N N
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where an implicit dependence on temperatureT, pressure P, and
number of atoms of the other components is assumed.
Additional surface and interface free energies must be included
in the sum of eq 1 if the electrode particles adopt nano-
dimensions18,19 or for supercapacitors where the electrode/
electrolyte interface area is maximized.
The Li electrochemical potential in a particular phase α, i.e.,

anode, cathode, or electrolyte, is defined as
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+ (2)

where the partial derivative is taken holding all other variables
constant. A similar expression holds for the electron electro-
chemical potential as

G
Ne

e
η = ∂

∂
α

α

α−
− (3)

The electrochemical potentials measure how the free energy
of α changes as a charged species is added. The electrochemical
potentials can be related to the more conventional chemical
potentials for neutral species. For example, the Li chemical
potential of the phase α is defined as the change in free energy
upon addition of neutral Li atoms according to
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where the chain rule of differentiation along with the constraint
that dNLi

α = dNLi+
α = dNe−

α has been used to express μLi
α in terms of

the Li+ and electron electrochemical potentials ηLi+
α and ηe−

α .
For a battery in open circuit, the equilibrium state occurs

when the total free energy (eq 1) is minimized with respect to
redistributions of Li+ between the electrodes and electrolyte.
Because the total number of Li ions in the battery NLi = NLi+

C +
NLi+

A +NLi+
E is constant, there are therefore only two independent

variables, which, without loss of generality, we have chosen to be
NLi+

C and NLi+
E . Setting partial derivatives of G with respect to NLi+

C

and NLi+
E equal to zero yields the following equilibrium criteria
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Taken together, these relations state that the Li+ electrochemical
potential must be uniform throughout a battery in open circuit at
equilibrium, i.e., ηLi+

C = ηLi+
E = ηLi+

A .
The above equilibrium criteria allow us to derive the Nernst

equation, which relates the OCV to intrinsic thermodynamic
properties of the electrodes. The voltage, V, of the battery, as
measured with a voltmeter inserted between the anode and the
cathode in open circuit, is determined by the difference in
electron electrochemical potentials of the cathode, ηe−

C , and
anode, ηe−

A , according to

V
e e

e
c

e
a

Li
C

Li
Aη η μ μ

= −
−

= −
−− −

(7)

where e is the charge of an electron. The second equality
emerges when invoking eq 4 to express ηe−

α = μLi
α − ηLi+

α and then
using the equilibrium criterion (eq 5) to cancel out the Li
electrochemical potentials. This shows that the equilibrium
voltage of a LIB is equal to a difference in Li chemical potentials
between the anode and the cathode. A general expression for the
Nernst equation when shuttling Az+ cations between anode and
cathode takes the form

V
ze

A
C

A
Aμ μ

= −
−

(8)

where z represents the oxidation state of the specie A (e.g., z = 2
for a Mg-ion battery).

2.1.2. Relationship between Voltage Profiles and Free
Energies. A consequence of the Nernst relationship (eq 7) is
that a measurement of the voltage of the battery reveals a wealth
of information about the intrinsic thermodynamic properties of
the electrodes at different states of charge. When metallic Li is
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used as a reference anode, μLi
A is a constant (i.e., μLi

A = μLi
o , the

chemical potential of pure Li, which only depends on
temperature and pressure), and the measured voltage profile is
then directly proportional to the Li chemical potential of the
cathode, μLi

C. Chemical potentials can be derived from the Gibbs
free energies of the individual active electrode materials
according to eq 4. The shape of the voltage profile as a function
of the shuttled Li is therefore determined by the concentration
dependence of the Gibbs free energy of the electrodes.
The Li chemical potential has a convenient graphical

representation in free energy versus concentration diagrams.
The form of the graphical representation depends on the type of
electrode, how the concentrations are defined and how the free
energies are normalized:

• Intercalation electrode: The Li concentration of an
intercalation compound x is defined as the ratio of Li
atoms to available interstitial sites, which is proportional
to the number of host formula units. For example, the
number of available octahedral sites in layered LixCoO2 is
equal to the number of CoO2 units, NCoO2

, such that x =

NLi/NCoO2
where NLi represents the number of Li in the

crystal. Likewise, the free energy is conventionally
normalized by the number of host units, e.g., g = G/
NCoO2

for LixCoO2. The chemical potential in a g versus x
plot is then simply the slope of the free energy as
illustrated in Figure 2a.

• Alloy electrode: For an alloy reaction, the concentration
x refers to the relative fraction of Li. For example, when Li
reacts with a Si anode to form LixSi1−x, x =NLi/(NLi +NSi)
and the free energy is more appropriately normalized by
the total number of atoms, i.e., g = G/(NLi + NSi). The Li
chemical potential is then the intercept of the tangent to g
with the x = 1 axis as illustrated in Figure 2b.

• Conversion electrode: For displacement and conversion
reactions that result in a redistribution of other species,
the free energy needs to be represented in higher
dimensional composition spaces. Consider an electrode
reaction that couples the insertion of Li with the
simultaneous extrusion of a transition metal M from the
starting compound MyA1−x−y as follows

x yLi M A M Li Ay x y x x y1 1+ → +− − − − (9)

This reaction must be represented in a ternary
composition space as illustrated in Figure 2c. The voltage
is still related to the Li chemical potential according to eq
7, which in a ternary free energy diagram corresponds to
the intersection of a tangent plane to the free energy gwith
the x = 1 axis, where g is defined as the free energy per
atom (i.e., g = G/(NLi + NM + NA)).

The voltage curves of intercalation and alloying reactions
often exhibit a variety of sloping regions, steps and plateaus that
reflect the existence of solid solutions, compounds and first-
order phase transformations. Figure 3 schematically shows the
relationship between voltage profiles and free energies for
olivine LixFePO4,

20 layered LixCoO2
21−23 and spinel

LixMn2O4,
24,25 the three canonical intercalation cathodes of

the past three decades. While the chemistry of an electrode
material undoubtedly plays a role in determining voltages, many
qualitative features of a voltage profile can be traced to the
crystal structure of the host compound.

LixFePO4 (Figure 4a) hosts Li over an interstitial network that
has one-dimensional connectivity. The voltage profile of
LixFePO4 is dominated by a plateau due to a large miscibility
gap between a Li-lean α-LixFePO4 and a Li-rich β-LixFePO4.
The plateau emerges because the Li chemical potential remains
constant inside the two-phase coexistence region as a result of
the common tangent construction.
LixCoO2 (Figure 4b) is a layered compound that accom-

modates Li ions within octahedral sites that form two-
dimensional triangular lattices. LixCoO2 has a richer voltage
profile that is characteristic of many other layered intercalation
compounds, exhibiting multiple small plateaus, sloping regions,
and steps.17 LiCoO2 starts out in the O3 crystal structure, using
the notation of Delmas.26 It undergoes a two-phase reaction
upon Li removal, resulting in a plateau between Li0.93CoO2 and
Li0.75CoO2.

21 This two-phase reaction masks an intriguing
insulator to metal electronic transition that remains to be
understood. Further removal of Li fromLixCoO2 occurs through
a solid solution, characterized by Li vacancy disorder within the
Li layers. At x = 1/2, the Li ions and vacancies order within each
Li layer, which manifests itself as a small step in the voltage
profile.21 At dilute Li concentrations, the O3 host structure
undergoes structural transformations to the H1-3 and O1 crystal
structures as a result of stacking sequence changes between
CoO2 slabs across emptied Li layers.23,27,28 These transitions
appear as plateaus separated by small steps as illustrated in the
voltage profile of LixCoO2 in Figure 3.

Figure 2. Graphical relationship between the Li chemical potential μLi
and the concentration-dependent free energy g for (a) an intercalation
electrode, (b) an alloy electrode, and (c) a conversion electrode.
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The spinel form of LixMn2O4 (Figure 4c) has both
tetrahedrally and octahedrally coordinated Li interstitial sites
that form a three-dimensional network.25 The availability of two
types of interstitial sites in LixMn2O4 is responsible for the large
step in the voltage profile. While Li prefers the tetrahedral sites
of spinel oxides, the host crystal has twice as many octahedral
sites. Li initially fills the tetrahedral sites at around 4 V until all
tetrahedral sites are filled at x = 1. Further Li insertion can only
be accommodated by the octahedral sites. However, octahedral
sites reside between pairs of tetrahedral sites, preventing the
simultaneous occupancy of nearest neighbor tetrahedral and
octahedral sites. The further insertion of Li, therefore, proceeds
according to a two-phase reaction, resulting in a wide plateau in
the voltage curve between LiMn2O4 and Li2Mn2O4.
The interpretation of features in the voltage profile becomes

more ambiguous when other ions redistribute upon Li insertion
or removal, as occurs during displacement and conversion
reactions. If the composition changes of the electrode occur in a
ternary composition space during Li insertion, for example, both
a solid solution within a single phase as well as a two-phase
reaction result in sloping voltage profiles. Only during a three-
phase reaction will the voltage exhibit a plateau because the

common tangent plane to the free energies of the three
coexisting phases, which determines the Li chemical potential,
remains constant. This is schematically illustrated for the
Li Cu TiS Cu LiTiS0.5 2

1
2 2+ → + displacement reaction in

Figure 5.29 The insertion of Li into the spinel form of
Cu0.5TiS2 is accompanied by the simultaneous displacement of
Cu, resulting in a three phase microstructure consisting of
Cu0.5TiS2, LiTiS2, and metallic Cu. The electrochemical
insertion of Li simply changes the relative phase fractions of
each phase, without altering the compositions of the individual
phases. The common tangent plane (gray plane in Figure 5),
therefore, remains fixed as the Li concentration of the electrode
is varied, resulting in a constant voltage and hence a plateau in
the voltage profile.

2.1.3. Electrochemical, Chemical, and Electrostatic
Potentials. It is common to separate the electrochemical
potentials of charged species such as Li+ and electrons into a
chemical term and an electrostatic part according to30,31

eLi Liη μ ϕ= ++ + (10)

ee eη μ ϕ= −− − (11)

Figure 3. Schematic illustration of the voltage curves of LixFePO4, LixCoO2, and LixMn2O4 and their relationship to the Gibbs free energies of each
compound. The dashed lines in the free energy plots represent common tangents, which coincide with plateaus in the voltage profiles. The gray regions
denote single phase regions (light gray are solid solutions, and dark gray correspond to ordered phases).

Figure 4.Crystal structures of (a) LiFePO4, (b) LiCoO2, and (c) LiMn2O4. Green atoms are lithium and red atoms are oxygen. Yellow octahedra and
gray tetrahedra in (a) are FeO6 and PO4, respectively. Blue octahedra in (b) are CoO6. Magenta octahedra in (c) are MnO6.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00601
Chem. Rev. XXXX, XXX, XXX−XXX

E

https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig3&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig4&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig4&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00601?ref=pdf


where ϕ refers to a local electrostatic potential.
The electrostatic potential is conventionally referenced to

zero when the solid is electrically neutral. There is ambiguity,
however, as to how to separate the electrochemical potential
into a chemical and electrostatic component, and it is only when
making comparisons between regions having the same chemical
composition that variations in ϕ can be made to strictly coincide
with classical notions of an electrostatic potential. For a detailed
discussion of these subtleties, we refer the reader to the text book
of Newman.30

The electron electrochemical potential, ηe−, is known as the
Fermi level. The Fermi level corresponds to the electron energy
at which the Fermi−Dirac distribution has a value of 0.5 in solids
whose electronic structure can be approximated by single-
particle energy bands. The Fermi level of typical metals have a
negligible temperature dependence and can therefore be
approximated by the highest energy of the occupied states of
the conduction band at zero Kelvin. In semiconductors and
insulators, the Fermi level usually resides within the band gap
separating valence and conduction bands. As is evident from eq
10, ηe− becomes equal to the electron chemical potential μe−
when the electrostatic potential ϕ is equal to zero. The chemical
potential, μe−, is generally assumed to be independent of the
electrostatic ϕ.
The chemical potential of Li+ of a solid, μLi+, appearing in eq

10, can be related to the Li chemical potential, μLi, and the
electron chemical potential, μe−, by combining eqs 4, 10, and 11
according to

Li Li eμ μ μ= −+ − (12)

The Li chemical potential μLi, which is equal to the change in
free energy of the solid upon the insertion of a neutral Li atom, is
generally assumed to be independent of the electrostatic
potential of the solid.
The expression of the electrochemical potential of an ion Az

with oxidation state, z, is

zeA Az zη μ ϕ= + (13)

where similar expressions for the chemical potential term μAz

hold as for μLi+. While eqs 10 and 11, and eq 13 more generally,
are convenient to work with when solving for the dynamic
response of a battery, they are not necessary in a formal
phenomenological description of a battery as the fundamental
quantities that drive kinetic processes are imbalances in
electrochemical potentials.

2.1.4. Equilibrium across Electrode/Electrolyte Inter-
faces. An electrostatic potential difference emerges across an
electrode/electrolyte interface as a result of a redistribution of
Li+ between the two phases that are driven by chemical
imbalances. For example, Li may have a lower chemical potential
in the electrolyte than in the electrode and will experience a
driving force to migrate from the electrode to the electrolyte
when they are put in contact with each other. An example is
shown in the inset in Figure 1. Because the electrolyte is an
insulating phase, any Li that migrates from the electrode to the
electrolyte must leave behind an electron, thereby producing a
charge imbalance between the electrode and electrolyte. Most
electrodes have a high electronic conductivity, while good
electrolytes have a high Li+ conductivity. Hence, excess negative
charge will segregate to the electrode side of the electrode/
electrolyte interface, while the excess positive charge in the
electrolyte will segregate to the electrolyte side of the electrode/
electrolyte interface. Most of the potential drop between the
electrode and electrolyte is therefore concentrated across the
interface, resulting in large electric fields in a thin region along
the interface. At some point, the resulting electric field becomes
large enough to counter the chemical driving forces and the
transfer of Li+ ceases, resulting in a local equilibrium across the
interface.
According to eq 6, equilibrium across the electrode/

electrolyte interface will set in when the Li+ electrochemical
potentials are equal in the two phases, i.e., ηLi+

A = ηLi+
E . By setting

ηLi+
A = μLi

A − ηe−
A (using eq 4) equal to ηLi+

E = μLi+
E + eϕE, it is possible

(together with eq 11) to relate the electrostatic potential drop
across the interface to differences in chemical potentials
according to

e Li
A

Li
E

e
Aϕ μ μ μ− Δ = − −+ − (14)

where Δϕ = ϕA − ϕE is the change in electrostatic potential
when passing from the interior of the anode to the interior of the
electrolyte. The larger the chemical imbalances, as manifested by
the differences in the chemical potentials on the right-hand side
of eq 14, the larger the change in electrostatic potential across
the interface. A similar expression holds at the cathode/
electrolyte interface.
The equilibrium criterion across the electrode/electrolyte

interface as given by eq 14 is general and does not assume that
the electrode or electrolyte are dilute. The chemical potentials
that appear in the interface equilibrium criterion depend on the
local concentration as well as other thermodynamic boundary
conditions, such as temperature and pressure. The Li chemical
potential of an intercalation compound, for example, is a
function of the local Li concentration. Similarly, and in contrast
to metallic electrodes such as platinum or pure lithium, the
electron chemical potential, μe−, of an intercalation compound
will also depend on the band filling of the solid, which in turn
depends on the local Li concentration within the electrode. This
is because the position of the Fermi level of an intercalation
compound is a function of its Li concentration. When
anisotropic stress states are present (e.g., due to coherency

Figure 5. Schematic illustration of the common tangent plane to the
free energy for a three-phase coexistence during a displacement
reaction. This example shows a schematic free energy for the
Li Cu TiS Cu LiTiS0.5 2

1
2 2+ → + displacement reaction, which oc-

curs along the arrow in the orange three phase triangle. Adapted from
ref 29. Copyright 2014 the Royal Society of Chemistry.
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between an electrode and a solid electrolyte), it is necessary to
derive chemical potentials from a Helmholtz free energy (as
opposed to a Gibbs free energy) that is a function of
composition, temperature, and strain to ensure that the chemical
potentials also depend on the local strain state.32,33

The detailed variation of the electrostatic potential and atomic
structure across electrode/electrolyte interfaces of alkali-ion
batteries is complex and remains poorly characterized and
understood.13,34 This structure, however, undoubtedly plays an
important role in determining the kinetics of the electrochemical
reactions that occur at the interface. For simple, unpassivated
metallic electrodes, it is well established that a diffuse double
layer emerges within a liquid electrolyte at the electrode/
electrolyte interface. The diffuse layer contains charge that
compensates the excess charge on the surface of the electroni-
cally conducting electrode. For example, when the surface of the
electrode is negatively charged, positively charged cations within
the electrolyte will segregate toward the electrode surface. The
excess concentration of the segregated cations tends to be spread
over a finite width that is typically on the order of several
nanometers. The diffuseness of the interface region arises from
thermal agitation, the tendency of cations to be surrounded by a
solvation shell in the electrolyte, and the complex structure of
electrolyte solvent molecules.30,31

The polarization behavior of an electrode/electrolyte inter-
face in the absence of electrochemical reactions is similar to that
of a pair of capacitor plates. A variety of models of increasing
sophistication have been formulated for the molecular structure
of diffuse double layers based on the pioneering work of
Helmholtz, Gouy, and Chapman and Stern. Detailed
descriptions of these interface models can be found in the
classic textbooks of Newman30 and Bard and Faulkner.31 The
textbook models of electrode/electrolyte interface structures,
however, have been developed for highly idealized systems such
as the mercury electrode. The structure of electrode/electrolyte
interfaces in Li-ion batteries is more complex.13,34 One
complicating factor is the formation of interphase layers that
arise from decomposition reactions when an electrode and the
components of the electrolyte chemically react upon contact. An
example is the solid electrolyte interface (SEI) that forms at the
anode/electrolyte interface of most Li-ion batteries. The phases,
their composition and crystal structure, and the nanostructure of
the SEI that forms on graphite anodes, for example, remains
poorly understood and challenging to characterize experimen-
tally.34 This poses challenges when developing theoretical
models that describe the thermodynamics of electrode/
electrolyte interfaces in alkali-ion batteries.35,36 The electrode/
electrolyte interfaces of all solid-state batteries are more
amenable to experimental characterization. A notable difference
between solid electrolytes and liquid electrolytes is that the
counteranions are fixed within the crystal resulting in a space
charge region within the solid electrolyte.36−38

2.2. Kinetics of Elementary Processes

2.2.1. Electrode/Electrolyte Interface Kinetics. The
electrochemical reaction at the electrolyte/electrode interface
is an essential kinetic process that must occur during charging
and discharging of a battery. As a concrete example, consider the
electrochemical reaction across the anode/electrolyte interface.
The driving force for this reaction is an imbalance between the
Li+ electrochemical potentials across the interface. This occurs
when

Li Li
A

Li
Eη η ηΔ = −+ + + (15)

referred to as an overpotential, deviates from zero. The
electrochemical potentials, ηLi+

A and ηLi+
E , appearing in eq 15,

are the local electrochemical potentials of the anode and
electrolyte immediately adjacent to the anode/electrolyte
interface. According to eq 6,ΔηLi+ is equal to zero in equilibrium.
An interface reaction will occur, however, when ΔηLi+ deviates
from zero in order to restore local equilibrium at the interface. If
ΔηLi+ is negative, Li+ ions will flow from the electrolyte into the
anode, while the reverse occurs whenΔηLi+ is positive. The value
of ΔηLi+ depends on the Li and electron concentrations at the
interface and any other thermodynamic boundary conditions
such as temperature and local stresses (or strains).
The net Li+ flux, JLi+, across the interface (from the electrode

to the electrolyte), will be a function of ΔηLi+17

J f ( )Li Liη= Δ+ + (16)

The function f must be equal to zero in the absence of a driving
force to ensure that thermodynamic equilibrium criteria are
satisfied in the absence of a driving force across the interface. A
commonly used response function is the Butler−Volmer
equation30,31
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where kB is Boltzmann’s constant, T is the temperature, JLi+
0 is the

exchange flux, and α is a symmetry factor that takes a value
between 0 and 1. Both the exchange current and symmetry
factor are often treated as empirical parameters to be fit to
experimental data.
For small overpotentials, ΔηLi+, the above equation can be

linearized as

J J
k TLi Li

0 Li

B

η
≈

Δ
+ +

+

(18)

If interface kinetics is very fast compared to other kinetics in the
adjacent electrode and electrolyte,ΔηLi+ will be close to zero. In
this regime, the local equilibrium approximation becomes valid
and the Li concentration at the interface is then determined by
the thermodynamic condition that ηLi+

A = ηLi+
E .

The Butler−Volmer expression, eq 17, can be put in a form
that is more commonly used in the electrochemistry literature30

by expressing the overpotential ΔηLi+ in terms of the difference
in electrostatic potential upon crossing the interface,Δϕ = ϕA−
ϕE, according to17

e( )Li
oη ϕ ϕΔ = Δ − Δ+ (19)

provided that − eΔϕo is defined to be equal to μLi
A − μLi+

E − μe−
A .

This relation follows by inserting eqs 4, 10, and 11 into eq 15.
Alternatives to the Butler−Volmer interface response

function have been formulated based on Marcus theory.39−41

Because of the absence of accurate structural models at the
atomic scale of electrode/electrolyte interfaces in Li-ion
batteries, most interface response functions formulated to date
remain phenomenological and are expressed in terms of
empirical parameters to be fit to experimental measurements.

2.2.2. Ion Transport in Electrodes. Ion transport within
the electrodes and electrolyte plays a crucial role in the kinetic
response of a battery. At a phenomenological level, transport is
described with flux expressions that relate ion fluxes to gradients
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in chemical or electrochemical potentials. In an intercalation
compound that is metallic, a Li flux emerges in the presence of a
gradient in the Li chemical potential according to42

J LLi Liμ= − ∇ (20)

where the Onsager transport coefficient, L, is a measure of the Li
mobility within the crystal structure of the intercalation
compound. While the kinetic coefficient L describes a
nonequilibrium process, it can be related to fluctuations that
occur at equilibrium due to the fluctuation−dissipation theorem
of statistical mechanics.43−45 Even in equilibrium, Li ions
migrate throughout the crystal as a result of stochastic hops
between neighboring Li sites. After a time t, each Li ion, i, will
have migrated by a vector RiΔ ⃗ , which connects the end points of
its trajectory as illustrated in Figure 6a.

For interstitial diffusion within an intercalation host, the
Onsager transport coefficient can be expressed as an ensemble
average of the square of the sum of all the Li trajectory vectors
according to45

L
k T

R

dMt
1 ( )

2
i i

B

2

=
Ω

∑ Δ ⃗

(21)

whereΩ is the volume per Li interstitial site andM is the number
of interstitial sites of the solid. For LixCoO2, for example, M =
NCoO2

and Ω is the volume per LixCoO2 unit. The angular
brackets in eq 21 denote a statistical mechanical ensemble
average at equilibrium. eq 21 assumes a sufficiently high
symmetry of the interstitial sublattice such that L has the same
value in all directions, with d referring to the dimensionality of
the interstitial sublattice (e.g., d = 1 for LixFePO4, d = 2 for
LixCoO2, and d = 3 for spinel LixMn2O4). In crystals that have
low symmetry, L becomes a rank two tensor.45,46

eq 21 in essence measures the mean square of the
displacement of the center of mass of the collection of diffusing
Li ions; the more that the center of mass of a collection of Li ions
in a host wanders at equilibrium, the moremobile it will be when
a driving force such as a chemical potential gradient is applied.
The trajectories of each Li ion in a typical intercalation

compound arises from the succession of elementary Li-vacancy
exchanges, which can be treated as rare stochastic events that
occur after the hopping Li ion has undergone a large number of
vibrational excitations. Transition state theory provides an
estimate for the frequency of such rare events according to47

e E k T/b BνΓ = * −Δ (22)

where ν* is the vibrational prefactor having units of seconds−1

and ΔEb is an energy barrier that the migrating Li ion must
overcome as it hops from one site to a vacant neighboring site.
The vibrational prefactor measures the change in vibrational
entropy as an atom migrates from an initial equilibrium site
through an activated state. ΔEb corresponds to the energy
barrier along the minimum energy pathway connecting the end
states of the hop, whereby all other ions of the crystal are allowed
to fully relax.47 A minimal energy pathway is schematically
illustrated in Figure 6b, which shows a Li ion in a layered
intercalation compound migrating between nearest neighbor
octahedral sites by passing through an intermediate tetrahedral
site. In the particular example of Figure 6b, the intermediate
tetrahedral site corresponds to a local minimum in the energy
landscape and is a site in which Li will thermalize before
continuing on to an adjacent octahedral site.48

The phenomenological flux expression, eq 20, can be
converted to Fick’s first law using the chain rule of differentiation

J D CLi = − ∇ (23)

where the composition C is defined as the number of Li ions per
unit volume. For a homogeneous solid, C = N/(MΩ) = x/Ω,
where N refers to the number of Li ions and x = N/M is the
number of filled Li sites. In a solid with concentration gradients,
Cwill be a function of position r.⃗ For an intercalation compound,
the diffusion coefficient D is related to L according to

D L
x

L
g

x
Li

2

2

i
k
jjjj

y
{
zzzz

i

k
jjjjj

y

{
zzzzz

μ
= Ω

∂
∂

= Ω
∂
∂ (24)

where g is the free energy of the compound normalized by the
number of interstitial sites M. In describing Li diffusion in
intercalation compounds, it is common to factor the chemical
diffusion coefficient,D, in terms of a “jump” diffusion coefficient
and a thermodynamic factor, Θ, according to D = DJΘ,49 where

D
k T
x

L
R

dNt

( )

2J
i iB

2

=
Ω
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∑ Δ ⃗

(25)

and

( )
xln

k T
Li

BΘ =
∂

∂

μ

(26)

It is straightforward to verify that the product of DJ and Θ is
equivalent to eq 24. This factorization is especially convenient
because the thermodynamic factor, Θ, is a measure of the
deviation from thermodynamic ideality of the intercalation host.
Θ reduces to 1 at dilute Li concentrations, where interactions
among Li can be neglected and the Li chemical potential can be

Figure 6. Li migration in the prototypical LiTiS2 intercalation cathode.
(a) Li ions perform stochastic hops between neighboring sites, even in
equilibrium, and wander throughout the crystal. The end points of their
trajectories, RiΔ ⃗ , appear in the statistical mechanics expressions for the
macroscopic transport coefficients. In this illustration, Li ions wander
over the octahedral sites of a layered intercalation compound, which
form two-dimensional triangular lattices. (b) Migration barriers ΔEb
appearing in the transition state theory hop frequency expression
correspond to the energy barrier along the minimal energy path
between local minima. Li hops between the octahedral sites of common
layered intercalation compounds proceed through an intermediate
tetrahedral site, which usually corresponds to a local minimum on the
minimal energy surface.
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approximated with the ideal solution form of μ = μo + kBT ln x.
At nondilute Li concentrations, Li−Li interactions become
important, and the thermodynamic factor Θ deviates from 1. Θ
can attain very high values at compositions where the Li ions
order because ordered phases have thermodynamic properties
that deviate strongly from that of an ideal solid solution.50,51

By expanding the square of the sum of ionic displacement
vectors in eq 25, the jump diffusion coefficient DJ can be written
as

D
R

dNt

R R

dNt2 2J
i i i j i i j

2

=
∑ ⟨Δ ⃗ ⟩

+
∑ ∑ ⟨Δ ⃗ Δ ⃗ ⟩≠

(27)

where the first term corresponds to the tracer diffusion
coefficient, D*, defined as

D
R

dNt2
i i

2

* =
∑ ⟨Δ ⃗ ⟩

(28)

The second term in eq 27 measures correlations between the
trajectories of different Li-ions. This term is generally positive
such that DJ is greater than the tracer diffusion coefficient. The
ratio between D* and DJ is referred to as the Haven ratio, HR,

52

and in view of the above relation can be expressed as
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(29)

The Haven ratio is a measure of the degree with which the
trajectories of different atoms are correlated to each other. It
becomes equal to one in the absence of any correlations between
different diffusing atoms. This is asymptotically approached in
the dilute limit, where diffusing atoms rarely encounter each
other while they migrate through the crystal. At nondilute
concentrations (for example, in most solid electrolytes),
correlations between different diffusing ions become important
and generally result in a Haven ratio that is less than one.
The Haven ratio is not to be confused with the more

commonly known correlation factor, f, which measures
correlations between successive hops of the same atom and is
defined as

f
R

n r

2

2= ⟨Δ ⃗ ⟩
Δ (30)

where ΔR⃗ connects the end points of the trajectory of a
particular diffusing atom after performing n hops and whereΔr2
is the square of an elementary hop distance. The correlation
factor is equal to 1 for a random walk where successive hops of
an individual atom are completely uncorrelated. Diffusion that is
correlated leads to a correlation factor that is less than 1 and is
less efficient than that of a purely random walk.
While kinetic Monte Carlo or molecular dynamics simu-

lations are generally necessary to calculate the various metrics of
diffusion described above, there are simple analytical expressions
forDJ,Θ, and henceD for intercalation compounds that are both
thermodynamically and kinetically ideal. A thermodynamically
ideal intercalation compound refers to one in which interactions
among the Li-ions and vacancies can be neglected. Ideal solution
theory predicts that the thermodynamic factor for a
thermodynamically ideal intercalation compound that hosts Li
in only one type of interstitial site reduces to Θ = 1/(1 − x),
where x is the Li concentration (fraction of filled interstitial
sites). A kinetically ideal intercalation compound refers to one in

which every Li-ion hop has an identical hop frequency, Γ,
independent of the local concentration and degree of ordering.
For akinetically ideal intercalationcompoundDJ=(1−x)ρΔr2Γ,
where ρ is a geometric factor that depends on the connectivity of
the Li-interstitial network and where Δr is the distance of each
hop.53 This leads to the remarkable result that the chemical
diffusion coefficient, D = DJΘ, of a thermodynamically and
kinetically ideal intercalation compound has no explicit
concentration dependence, i.e., D = ρΔr2Γ (there may be an
implicit concentration dependence if Γ is a function of the
average concentration). As the name implies, thermodynami-
cally and kinetically ideal intercalation compounds do not exist
in reality. However, the analytical expressions of their diffusion
coefficients can be used to estimate diffusion coefficients for
intercalation compounds at dilute concentrations (i.e., x≈ 0 or x
≈ 1), where ideal solution theory is a good approximation and
where all hop environments tend to be identical.
Not all electrodes are intercalation compounds. Promising

anode chemistries, for example, rely on alloying reactions.54,55

Ionic transport in an alloy is more complex than in an
intercalation compound, as it involves fluxes of several species
and usually occurs through substitutional exchanges mediated
by dilute concentrations of vacancies. The phenomenological
and statistical mechanical theory of substitutional diffusion in
alloys is reviewed elsewhere.56−58

2.2.3. Coupled Ionic and Electronic Transport. The flux
expressions, eqs 20 and 23, assume that the electronic
conductivity within the electrode is not rate limiting. This is
generally true in electrode materials that are metallic, where the
electronic mobility is sufficiently high to screen any long-range
electrostatic fields. While electrode materials with high
electronic mobilities are preferred for practical battery
applications, there are, nevertheless, several chemistries with
sluggish electronic conductivities that have proven to be viable
electrode materials in Li ion batteries. Olivine LixFePO4 is one
notable example.59 When the electron mobility is similar to or
less than that of the Li mobility, it becomes necessary to
explicitly track the electron distribution throughout the solid as
well the electric fields that emerge when local charge imbalances
occur. The fluxes of Li+ and e− are then driven by gradients in the
Li+ and e− electrochemical potentials according to

J L LLi Li ,Li Li Li ,e eη η= − ∇ − ∇+ + + + + − − (31)

J L Le e ,Li Li e ,e eη η= − ∇ − ∇− − + + − − − (32)

where the L’s are again Onsager transport coefficients and now
form a matrix. This matrix is symmetric when the Onsager
reciprocity relations hold, i.e., LLi

+
,e
− = Le

−
,Li

+. Off-diagonal
transport coefficients are generally much smaller than the
diagonal coefficients56 and are commonly neglected.
Transport of Li+ ions and electrons in solids where both

species have comparable mobility is highly coupled. For
instance, if Li+ ions get ahead of their charge compensating
electrons, an electrostatic potential gradient, ∇ϕ, emerges that
exerts a driving force to pull the lagging electrons along. The
above flux expression for Li+ and electrons can be converted into
an effective flux expression for Li in circumstances where Li
transport through the electrode does not result in a net
accumulation of charge over macroscopic length scales, i.e., JLi =
JLi+ = Je− at each point of the solid. This constraint makes it
possible to express the gradient of the electrostatic potential,
∇ϕ, in terms of the gradients of chemical potentials when using
eq 10 and eq 11, together with eq 31 and eq 32. By then, using
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the relationship, μLi = μLi+ + μe−, it is possible to rewrite the Li flux
expression eq 31 according to

J LLi Liμ= − ∇ (33)

where

L
L L L

L L L2
Li ,Li e ,e Li ,e

2

Li ,Li e ,e Li ,e
=

−
+ −

+ + − − + −

+ + − − + − (34)

The resultant Onsager transport coefficient, L, depends on both
the Li+ and electron transport coefficients as well as the coupling
transport coefficient. If the electrode has a very high electron
mobility such that Le

−
,e
− ≫ LLi

+
,Li

+ and LLi
+
,e
−, the effective

transport coefficient L reduces to LLi
+
,Li

+ and depends only on the
mobility of Li ions.
A situation where ions and electrons have comparable

mobilities is in solids where electrons localize to form polaronic
states. This can occur in crystal structures that have localized
orbitals, e.g., the Fe d orbitals in LiFePO4, to accommodate an
electron or hole. This localized electron/hole then causes
neighboring atoms to move from their equilibrium positions,
and the resulting quasiparticle that contains the localized
electron/hole with the lattice distortion is then referred to as a
polaron. Polarons migrate through the crystal stochastically in a
manner similar to ionic hops but with hop frequencies that are
more appropriately modeled with Marcus theory.60,61 The
polaron and Li+−polaron coupling Onsager coefficients can also
be calculated with Kubo−Green expressions similar to eq
21.45,46

2.2.4. Ion Transport in Electronically Insulating
Phases. In the previous two sections, we considered Li
transport through solid electrode phases that are metallic or
have comparable electron/ion mobility. The other extreme
occurs in solids that are electronically insulating, a notable
example being superionic conductor solid electrolytes. Many
solid electrolytes do not contain a redox-active element, and
hence, cannot form localized polaronic states. Further, due to
the lack of electron mobility, macroscopic Li concentration
gradients cannot form in solid electrolyte materials. The
Onsager transport coefficients Le

−
,Li

+ and Le
−
,e
− in the flux

expression eq 32, which relates the electron flux, Je, to the
electrochemical potential gradients, ∇ηLi+ and ∇ηe−, are then
very small and negligible, especially compared to LLi

+
,Li

+.
Furthermore, when the Onsager reciprocity relation holds,
Le−,Li+ = LLi

+
,e
−, it is possible to neglect the effect of ∇ηe− on JLi+,

such that the Li flux expression, eq 31, reduces to

J L L e( )Li Li ,Li Li Li ,Li Liη μ ϕ= − ∇ = − ∇ + ∇+ + + + + + + (35)

where we have used eq 10 to express the electrochemical
potential of Li+ in terms of its chemical potential and the
electrostatic potential ϕ. As before, LLi+,Li+ can be related to
fluctuations that occur at equilibrium using the Kubo−Green
expression of eq 21.
In the study of solid electrolytes, it is common to express ionic

motion in terms of a charge flux, J+, instead of an ion flux. The
two are related according to J+ = eJLi+. As with an electrical
current, the ion charge flux can be related to a gradient in the ion
electrochemical potential, ηLi+/e, by an ionic conductivity, σ,
according to

J e( / )Liσ η= − ∇+ + (36)

A comparison of this flux expression to eq 35 (using eqs 25 and
29) yields a useful relationship between the ionic conductivity, σ,
and the tracer and jump diffusion coefficients
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where C = x/Ω is the number of mobile Li ions per unit volume.
The ionic conductivity, σ, is a quantity that is more readily
measured experimentally, while the jump and tracer diffusion
coefficients, DJ and D*, are quantities that are more easily
calculated with kinetic Monte Carlo or molecular dynamics
simulations, as will be described in subsequent sections.

2.3. Phase Transformations in Electrodes

Many electrode materials become susceptible to phase trans-
formations due to the large variation in their Li concentration
during a charge and discharge cycle. It is possible to distinguish
between different categories of phase transformations. Some are
relatively facile, while many others involve dramatic crystallo-
graphic changes that can lead to degradation of the electrode
particles over the course of several charge and discharge cycles.
We review the phenomenological theories that exist to describe
each type of phase transformation and point out areas where
new phenomenological descriptions are necessary.

2.3.1. Topotactic Phase Transitions. The simplest solid-
state phase transformations are two-phase reactions that
preserve the host crystal structure upon Li insertion or removal.
Examples of electrode chemistries that undergo such a phase
transformation include spinel Li7Ti5O12 and olivine LiFePO4.
Spinel Li7Ti5O12 transforms to Li4Ti5O12 during Li extraction
without undergoing any crystallographic change to the spinel
host.62 Furthermore, it has the unique property that its lattice
parameters change negligibly during the two-phase reaction in
spite of the large change in Li concentration. The kinetics of this
two-phase reaction can be described with the Cahn−Hilliard
theory of spinodal decomposition.63−65 As Li is removed from
Li7Ti5O12 particles, a two-phase coexistence emerges between
Li7Ti5O12 and Li4Ti5O12 within each particle. Because the
coexisting phases only differ by their Li concentrations, the
interfaces that separate them within a particular particle will be
diffuse as schematically illustrated in Figure 7. The free energy of
such a two-phase coexistence can be expressed as a volume
integral of the homogeneous free energy and a term that
accounts for the free energy penalty of concentration gradients
that exist at diffuse interfaces according to66,67

G g x K x
r

( ) ( )
d2∫= [ + ∇ ] ⃗
Ω (38)

Here, g(x) is the Gibbs free energy of a homogeneous phase
having a concentration x,K is the gradient energy coefficient that
determines the contribution to the free energy due to
concentration gradients ∇x and Ω refers to the volume per
interstitial Li site. The concentration x appearing in eq 38 is itself
a function of position r ⃗.
The importance of eq 38 emerges when deriving an

expression for the Li chemical potential of an inhomogeneous
electrode particle consisting of coexisting phases separated by
diffuse interfaces. As before, the Li flux is still related to the
gradient in chemical potential according to eq 20. However, in
the presence of steep concentration gradients at the diffuse
interfaces separating coexisting phases, the chemical potential is
no longer simply the slope of the homogeneous free energy with
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respect to x but also depends on the curvature of the
concentration profile x r( )⃗ according to65

g
x

K x2Li
2μ =

∂
∂

− ∇
(39)

By inserting this form of the chemical potential into the flux
expression eq 20 and substituting the resulting expression into
the mass conservation law yields a differential equation that
describes the evolution of a two-phase mixture in which the
coexisting phases are separated by diffuse interfaces65

C
t

J D C L K C( 2 ( ))Li
2∂

∂
= −∇ = ∇ ∇ − Ω ∇ ∇

(40)

where as before, C is the number of Li per unit volume (i.e., C =
x/Ω). This partial differential equation is referred to as the
Cahn−Hilliard equation and can be solved numerically provided
suitable boundary conditions on the electrode particle surfaces
are accounted for. The diffusion coefficient D is related to the
Onsager transport coefficient L according to eq 24. The volume
per interstitial site Ω is assumed to be independent of
concentration, which is valid for an electrode chemistry such
as Li7Ti5O12.

62

The two-phase reaction between spinel Li7Ti5O12 and
Li4Ti5O12 has been modeled with a phase field approach.68

However, evidence from first-principles calculations suggests
that Li insertion and removal may not proceed as a simple two-
phase reaction at macroscopic length scales but instead as a
coexistence at the nanoscale.69

The effect of strain during a two-phase reaction is often very
important. If the coexisting phases have different lattice
parameters, they will need to be strained to remain coherent.70,71

The resulting strain energy can be responsible for unexpected
pattern formation during two-phase coexistence. This became
especially evident in early experimental reports of peculiar two-
phase coexistence patterns in LixFePO4.

72 The olivine form of
LixFePO4 transforms from a Li lean α-LixFePO4 phase to a Li
rich β-LixFePO4 without any crystallographic change of the
FePO4 host.

20 However, the host undergoes significant changes
in lattice parameters, which leads to large strain energy penalties
when the two phases coexist within the same particle. Strain
energy contributions can be accounted for by modifying the
starting free energy expression, eq 38, according to73

G f x e K x
r

( , ) ( )
d2∫= [ ⃗ + ∇ ] ⃗
Ω (41)

where the homogeneous Gibbs free energy g is replaced by the
homogeneous Helmholtz free energy, f, which is an explicit
function of the six independent components of the strain tensor,
e e e e e e e( , , , , , )xx yy zz yz xz xy⃗ = .32,74 The dependence of f on e ⃗ is
quadratic for small strains, where linear elasticity holds.32,75 The
total free energy, eq 41, can be variationally minimized with
respect to the displacement field for a fixed concentration profile
x r( )⃗ (subject to constant pressure boundary conditions) to
determine the equilibrium strains e ⃗.65,75 The inclusion of an
explicit dependence on strain in the free energy ensures that the
Li chemical potential is also a function of strain in addition to
concentration and temperature, thereby allowing for a natural
coupling between chemistry and mechanics. It is in this manner
that strain energy affects pattern formation during two-phase
coexistence because Li diffusion down a chemical potential
gradient will choose a path that simultaneously minimizes the
chemical free energy and the strain energy.
The role of strain energy in selecting out a particular two-

phase coexistence pattern is especia l ly stark in
LixFePO4.

59,71,72,76−78 The crystallography of the LixFePO4
host results in highly anisotropic one-dimensional Li diffusion
along the b lattice vector of its orthorhombic cell.79,80 Large
particles of LixFePO4 often adopt a plate-like shape as illustrated
in Figure 8, where the large faces are perpendicular to the
diffusion direction along the b lattice vector of the crystal.72

Deintercalation of Li is expected to lead to a depletion of Li at
the surface, which due to the miscibility gap in the LixFePO4

Figure 7. Schematic illustration of a particle consisting of a two phase
mixture of Li7Ti5O12 and Li4Ti5O12 as it is being delithiated. Also shown
is a schematic of the concentration profile along the dashed line passing
through the interior of the particle. Because Li7Ti5O12 and Li4Ti5O12
share the same spinel crystal structure, the host remains continuous
across the interface separating the two phases allowing for a diffuse
interface characterized by a smooth variation of the Li concentration.

Figure 8. (a) Schematic illustration of a large LixFePO4 electrode
particle during deintercalation. Li diffusion in LixFePO4 occurs along
one-dimensional tunnels parallel to the b unit cell direction. Large
electrode particles adopt a plate-like shape with the large surface
perpendicular to the crystallographic Li diffusion direction. In the
absence of strain energy penalties, the two-phase reaction between Li-
depleted α-LixFePO4, and Li-rich β-LixFePO4 should occur with a
diffuse interface perpendicular to the b axis. (b) Because of large
changes in the lattice parameters between α and β, large misfit strains
emerge that result in more complex two-phase coexistence patterns to
minimize strain energy.
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system should lead to a transformation to the Li-poor form of
LixFePO4 at the surface.

81 The Li-depleted α LixFePO4 should
then continue to extend into the particle through a diffusional
growthmechanism as illustrated in Figure 8a. TEMobservations
by Chen et al.,72 however, showed that Li removal leads to a
lamellar mixture of Li-rich β and Li-poor α forms of LixFePO4 as
schematically illustrated in Figure 8b. This peculiar two-phase
microstructure in large LixFePO4 particles cannot be predicted
with a simple application of the Cahn−Hilliard model (without
the inclusion of strain effects)82,83 and instead emerges from a
complex interplay between strain energy reduction, interfacial
energy minimization, and optimal transport pathways that are
coupled to spinodal instabilities,59,77,84,85 as was demonstrated
by continuum simulations of elasticity and Li transport.78

Even more complex chemomechanical couplings occur in
intercalation compounds such as spinel LixMn2O4, which are
susceptible to very strong Jahn−Teller instabilities at high Li
concentrations. Li insertion into cubic LiMn2O4 leads to the
formation of a tetragonally distorted Li2Mn2O4 phase through a
two-phase reaction.25 The change in symmetry occurs due to a
cooperative Jahn−Teller distortion of the MnO6 octahedra
without otherwise modifying the topology of the original spinel
host of LiMn2O4. The host crystal structure of Li2Mn2O4
thereby undergoes a large tetragonal strain relative to the
starting cubic LiMn2O4 phase. While having many similarities to
the topotactic two-phase reactions of Li7Ti5O12 and LixFePO4,
the Jahn−Teller instability in Li rich Li2Mn2O4 requires an
extension of the Cahn−Hilliard theory to allow for the
possibility of chemomechanical spinodal decomposition.86

2.3.2. Stacking Sequence Change Phase Transforma-
tions. Many electrode materials used in commercial Li-ion
batteries, including LixCoO2, Lix(Ni1−y−zCoyAlz)O2 (NCA),
Lix(Ni1−y−zMnyCoz)O2 (NMC), and graphite, have a layered
crystal structure.17,87 LixCoO2, for example, is made of two-
dimensional CoO2 slabs, while graphite is a stacking of graphene
sheets (carbon forming a honeycomb network). A large fraction
of promising electrode chemistries for Na-ion and K-ion
batteries also adopt a layered crystal structure.88

Layered intercalation compounds often undergo phase
transformations in which the preferred stacking sequence of
the two-dimensional building blocks changes with the
concentration of the intercalating species. For example, while
the graphene sheets of graphite adopt an ABAB stacking
sequence in the absence of Li, they change their relative
alignment to an AA stacking sequence in LiC6, the fully
intercalated compound. Similarly, the preferred stacking
sequence of the CoO2 slabs of LixCoO2 changes at low Li
concentration. The oxygen ions of LixCoO2 form close-packed
two-dimensional layers that stack according to an ABCABC
sequence with Co and Li ions filling alternating layers of
interstitial sites within the oxygen sublattice. Upon complete
removal of the Li ions from LixCoO2, the CoO2 slabs glide
relative to each other to produce a new layered crystal in which
the close-packed oxygen layers adopt an ABAB stacking
sequence.23 Stacking sequence changes are especially prevalent
in layered intercalation compounds of Na-ion and K-ion
batteries and pose a major impediment to achieving high cycle
lifetimes.88

While no direct experimental observations of these trans-
formations have been made, a mechanism based on the
migration of partial dislocations has been proposed by Gabrisch
et al.89 The dislocation structure in LixCoO2, for example,
should be very similar to that of fcc metals because the oxygen

sublattice of LiCoO2 is that of a rhombohedrally distorted fcc
lattice. As argued by Gabrisch, the transition from an ABCABC
stacking sequence of close-packed oxygen planes in LiCoO2 to
an ABAB stacking sequence in CoO2 can be realized by the
migration of Shockley partial dislocations.89 Figure 9, for

example, illustrates how an array of partial dislocations can
transform a NaxCoO2 particle starting with the ABCABC
stacking sequence of close-packed oxygen planes of O3 to an
ABBCCA stacking sequence of P3.90 Stacking sequence phase
transformations can lead to surface roughening that can in turn
damage coatings or SEI layers.91 A continuum/mesoscale model
of stacking sequence change phase transformations has yet to be
developed. Such a theory must account for the chemo-
mechanical coupling between chemical driving forces set up
by diffusion and the long-range elastic interactions that emerge
when partial dislocations accumulate at the interface.

2.3.3. Reconstructive Phase Transformations. While
most electrodes for alkali-ion batteries are intercalation
compounds that host guest cations in interstitial sites of their
crystal, there are several examples in which the insertion
mechanism proceeds according to an alloying or conversion
reaction. Silicon, tin, and antimony-based anodes,54,55,92 for
example, rely on an alloying reaction, while conversion reactions
have received attention due to their promise of very high
capacities.
In general, the phases that emerge during an alloying or

conversion reaction upon Li insertion have little or no
crystallographic relationship with the starting phase. Recon-
structive reactions occur with a nucleation and growth
mechanism with sharp interfaces separating the growing phase
from the consumed starting phase. Because of the reconstructive
nature of the phase transformation, the interfaces separating the
growing and shrinking phases are incoherent or at best
semicoherent. They generally also result in drastic changes in
the micro- and nanostructure of the starting electrode, which is
exacerbated with every charge/discharge cycle. The starting
electrode morphologies are highly susceptible to aggressive
coarsening reactions that undo any initial optimizations through
nanostructuring. Approaches to model alloying and conversion
reactions at the meso and continuum scale generally rely on a
phase field29,93 approach or a level-set approach.94 A phase field
approach approximates the interfaces as diffuse and is generally

Figure 9. Schematic illustration of a particle consisting of a two phase
mixture of O3 and P3. A possible mechanism to accommodate the
coherent two-phase coexistence of phases having a different stacking
sequence of close-packed oxygen planes is with a periodic array of
partial dislocations (denoted by “T”s and upside down “T”s). The
stacking sequences on both sides of the interface are shown in the inset.
Adapted from ref 90. Copyright 2019 the Royal Society of Chemistry.
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straightforward to implement from a numerical point of view.
The input parameters to a phase field model (free energies and
mobilities) when applied to a reconstructive phase trans-
formation, however, are only tenuously related to quantities that
can be predicted at the atomic scale. A level-set approach more
rigorously treats the interfaces as sharp transitions between
coexisting phases and has a clearer connection to lower length
scale models. Phase field models have also been developed to
model fracture processes in electrode materials.95−97

3. COMPUTATIONAL TECHNIQUES

In section 2, we have presented a phenomenological description
of important thermodynamic and kinetic properties associated
with electrodes, electrolytes, and electrode/electrolyte inter-
faces. The macroscopic framework elaborated on above is
rigorous but requires experimental input to determine free
energy functions and kinetic rate coefficients. An alternative
approach is to start from fundamental laws of physics and
calculate the thermodynamic and kinetic ingredients to the
phenomenological descriptions of batteries. First-principles
approaches have proven very successful in predicting and
elucidating qualitative trends and behavior and in some cases
have even allowed the prediction of properties to a high degree
of quantitative accuracy.
The many-body Schrödinger equation from quantum

mechanics is the formal starting point for such an endeavor. In
principle, its solution yields a spectrum of allowed energy levels
and the associated electronic wave functions of a collection of
atoms, and by extension, its basic properties such as the
equilibrium dimensions (e.g., lattice parameters of a crystal) and
atomic positions, the total energy and the electronic structure. In
practice, the many-body Schrodinger equation of realistic solids
cannot be solved exactly and approximate approaches must be
used.

3.1. First-Principles Electronic Structure

3.1.1. Density Functional Theory. Density functional
theory (DFT)5,6 is by far the most common approach used in
approximating solutions to the many-body Schrödinger
equation today. As such, there are a wide array of excellent
textbooks98 and reviews of the technique, and interested readers
are referred to those for a more detailed exposition. Here, we will
only provide a brief summary of the formalism and focus instead
on the key challenges in the application of DFT to battery
properties and how these challenges have been mitigated.
DFT has its origins in the two Hohenberg−Kohn theorems.5

The first Hohenberg−Kohn theorem states that the ground-
state properties of a many-electron system are uniquely
determined by its electron density that depends on only three
spatial coordinates. The second Hohenberg−Kohn theorem
defines an energy functional E ̂ for the system, which is
minimized for the ground state electron density n r( )⃗ , as follows:

E n r T n r V n r r n r( ) ( ) ( ) ( )[̈ ⃗ ] = ̂[ ⃗ ] + ̂[ ⃗ ] + [̂ ⃗ ] (42)

where T ̂ , V ̂ , and Û are the kinetic energy, external potential
(typically the potential exerted by the nuclei for a system of
atoms), and electron−electron Coulomb and exchange
interaction functionals, respectively. In the Kohn−Sham variant
of DFT6 (KS-DFT), this many-body problem is further mapped
to a more tractable problem of noninteracting electrons moving
in an effective potential V r( )s ⃗ , given as follows:

V r V r
e n r
r r

V n r( ) ( )
( )

( )s

2
s

xc s∫⃗ = ⃗ + ⃗
| ⃗ − ′⃗|

+ [ ⃗ ]
(43)

where V r( )⃗ is the external potential, the second term denotes
the electron−electron repulsion, and Vxc is known as the
exchange-correlation potential. n r( )s ⃗ is the charge density of the
noninteracting system of electrons.
Approximating the exchange-correlation functional Vxc is the

key problem within KS-DFT. In the simplest local density
approximation (LDA),Vxc is based on the exact exchange energy
and parametrized correlation energy for a uniform electron gas.
By far the most common exchange-correlation functionals in use
today are based on the generalized gradient approximation
(GGA), which incorporates the gradient of the density to
account for the nonhomogeneity of the true electron density.7

While semilocal LDA and GGA functionals have been
remarkably successful in predicting many materials properties,
a well-known limitation is that they significantly underestimate
redox potentials due to the incomplete cancellation of electron
self-interaction errors.99 Hence, accurate calculations of the
voltages of transition metal oxide electrodes are usually
performed using the Hubbard U extension to DFT, where the
U parameter is determined either self-consistently or by fitting to
experimental oxidation energies.100 Alternatively, accurate redox
potentials can also be obtained without adjustable parameters,
albeit at much higher computational cost, using hybrid
functionals (e.g., the screened Heyd−Scuseria−Erzernof or
HSE functional101,102) that incorporate a fraction of exact
Hartree−Fock exchange, which cancels the electron self-
interaction by design.103 Functional development remains an
active area of research and there exist a whole spectrum of
functionals and approaches beyond semilocal LDA and GGA
aimed at obtaining more accurate geometries, energies,104,105

electronic structure,106 modeling of van der Waals interac-
tions,107,108 etc.

3.1.2. From DFT to Approximate Battery Properties. It
is already possible to approximate several important macro-
scopic battery properties with reasonable accuracy starting with
the basic outputs from a DFT structural relaxation and energy
calculation. For instance, the average voltage (versus ametallic Li
anode) of a cathode LinX when charged to Lin−xX can be related
to the change in the Gibbs free energy, which can in turn be
approximated by the change in the 0K DFT energy, as
follows:109

V
G G xG

xe
E E xE

xe

Li X Li X Li

Li X Li X Li

n n x

n n xDFT DFT DFT

= −
[ ] − [ ] − [ ]

≈ −
[ ] − [ ] − [ ]

−

−
(44)

where x is the number of Li transferred per formula unit during
the charge process,G and EDFT refer to theGibbs free energy and
the computed DFT energy, respectively, and e is the electron
charge. This expression emerges when integrating the Nernst eq
(eq 7) over a Li composition interval x. It is a good
approximation for the voltage of an intercalation compound
that undergoes a two-phase reaction, such as LiFePO4, assuming
that all intermediate stable phases are correctly identified with
DFT. The approximation, however, neglects all finite-temper-
ature effects and is therefore unable to predict the voltage profile
of intercalation compounds that operate via a solid solution
mechanism.
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Other properties that can be predicted with simple DFT
calculations and crystallographic considerations include the
theoretical specific capacity and volumetric capacity. The
theoretical specific capacity and volumetric capacity are simply
given by the number of Li that can be extracted per formula unit
divided by the total molecular weight and volume (which is
sometimes obtained via a DFT relaxation) per formula unit,
respectively. Multiplying the average voltage by the theoretical
specific capacity and volumetric capacity then yields the
theoretical specific energy and energy density, respectively.

3.2. Statistical Mechanics

3.2.1. Linking Thermodynamics to Electronic Struc-
ture. Statistical mechanics makes it possible to connect the
temperature-dependent macroscopic properties of a battery
material to its underlying electronic structure. The key equation
is the partition function, which at constant temperature and Li
concentration takes the form110

Z
E

k T
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s
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{
zzzzz∑=

−

(45)

The sum extends over all atomic and electronic excitations
within the solid, and Es corresponds to the energy of excitation s,
which in principle could be calculated with DFT.
It is possible to distinguish between three classes of excitations

in intercalation compounds: (i) electronic excitations, including
for example the excitation of a valence band electron to a
conduction band, (ii) vibrational excitations due to thermal
atomic motions around their ideal crystalline sites, and (iii)
configurational degrees of freedom associated with all possible
ways of distributing Li ions and vacancies over the interstitial
sites of the intercalation host. While electronic and vibrational
excitations affect thermodynamic potentials quantitatively, by
far the most important contribution to the thermodynamic
properties of an intercalation compound are excitations that
arise from configurational degrees of freedom. Configurational
excitations are not necessarily restricted to the different ways of
distributing Li-ions and vacancies over the interstitial sites of a
host but can also emerge from the different ways of distributing
various localized oxidation states, if the compound exhibits
localized electronic states. An example is the configurational
entropy arising from all possible ways of distributing +2 and +3
oxidation states over the Fe sites of the olivine LixFePO4 host.

111

Formally, the Helmholtz free energy is linked to the partition
function according to

F k T ZlnB= (46)

All other thermodynamic properties can then be extracted by
applying appropriate derivatives to the free energy with respect
to experimentally controlled variables.

3.2.2. Effective Hamiltonians: The Cluster Expansion.
Well-established techniques exist to calculate the contribution of
electronic and vibrational excitations to the thermodynamic
properties of solids and are treated in most standard solid-state
physics and statistical mechanics textbooks.112,113 A rigorous
treatment of configurational degrees of freedom is less common
and will be briefly reviewed here. It relies on a mathematical
formalism that allows for an unambiguous characterization of
configurational degrees of freedom through the introduction of
occupation variables assigned to each crystallographic site that
can be populated by more than one atomic specie (e.g., Li and
vacancies).46,114,115 The sublattices of interstitial sites of an
intercalation host generally exhibit different degrees of Li
vacancy disorder as a function of Li concentration. Figure 10
illustrates a snapshot of a particular Li vacancy arrangement
within a Li layer of a layered intercalation compound. By
assigning an occupation variable σi to each site i that is +1 if
occupied by Li and−1 if vacant, it becomes possible to represent
the state of configurational disorder of Figure 10b by an array of
+1’s and−1’s as illustrated in Figure 10c. In effect, any particular
Li vacancy configuration of theM interstitial sites of the host can
formally be represented by a vector of occupation variables σ⃗ =
(σ1, ..., σi, ..., σM). There are exactly 2

M ways to arrange Li ions
and vacancies over the M interstitial sites of the host.
Unique mathematical properties emerge when considering

polynomials of occupation variables belonging to clusters of
sites.114,116 For example, the polynomialΦα = σiσj is made up of
a product of occupation variables belonging to a nearest
neighbor cluster, α, of sites as illustrated in Figure 11. Similar
polynomials can be formed for any cluster of sites of arbitrary
size. Φβ = σkσl corresponds to a cluster function for a particular
second nearest neighbor cluster, β, whileΦγ = σmσnσo is a cluster
function for a cluster of three sites, γ, as illustrated in Figure 11.
There are exactly 2M such polynomial cluster functions for a
crystal having M interstitial sites. Sanchez et al.114,116 were able
to show that the 2M cluster functions form a complete and
orthonormal basis over the discrete multivariable space of M
occupation variables. Any property of the crystal that depends
on how the Li ions and vacancies are arranged over the
interstitial sites of the crystal can, therefore, be expressed as an
expansion of these basis functions. For example, the energy of
the crystal (neglecting vibrational and electronic excitations)
will depend on how Li ions are distributed over the interstitial
sites. This dependence can be expressed as a series expansion of
the polynomial cluster functions according to114

Figure 10.Disorder among Li ions and vacancies within an intercalation compound can be represented by assigning occupation variables assigned to
each interstitial site. (a) The Li ions of a layered intercalation compound such as the O3 form of LixCoO2 reside in octahedral interstitial sites that form
two-dimensional triangular lattices. (b) The removal of Li typically results in Li vacancy disorder (red represents Li ions and green represents
vacancies). (c) A particular ordering can be mapped onto an array of +1’s (for Li occupancy) and −1’s (vacancy occupancy).
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E V V( ) ( )o ∑σ σ⃗ = + Φ ⃗
α

α α
(47)

where Vo and Vα are expansion coefficients whose values are
determined by the crystallography and chemistry of the
intercalation compound. The sum extends over all 2M

polynomial cluster functions Φα, where α is a summation
index over all possible clusters of interstitial sites. The above
series expansion can often be truncated above a maximal sized
cluster while still predicting the configurational energy with an
accuracy close to that of first-principles electronic structure
methods. A common approach to determining the expansion
coefficients, Vo and Vα, is through an inversion method, whereby
a truncated cluster expansion is made to reproduce first-
principles energies of a subset of the 2M possible Li vacancy
configurations. This is typically done with a least-squares
procedure in combination with one of several schemes to
determine the optimal truncation of the cluster expan-
sion.46,117−120 A truncated cluster expansion can be rapidly
evaluated, making it ideal to extrapolate computationally
demanding first-principles energy calculations performed for a
few Li vacancy configurations to the energy of arbitrary Li
vacancy configurations.
3.2.3. Equilibrium Monte Carlo Simulations. Although

all thermodynamic properties of a system can formally be
derived from the partition function Z, eq 45, the partition
function is not a quantity that can be explicitly evaluated through
a direct summation of microstates for systems of interacting
particles. Rather, numerical sampling methods such as Monte
Carlo simulations are necessary to evaluate relevant thermody-
namic averages. A common Monte Carlo approach relies on
importance sampling techniques, whereby a subset of all
possible configurations are sampled with a frequency given by
the equilibrium probability distribution function of statistical
mechanics.
For a Li intercalation compound, it is often most convenient

to impose a constant Li chemical potential as a thermodynamic
boundary condition. This corresponds to the grand canonical
ensemble. By imposing a fixed Li chemical potential, μLi (while
keeping the concentration of the host atoms fixed), there is no
constraint on the number of Li in each microstate and the
number of Li will therefore fluctuate from one microstate to the
next. When only considering configurational degrees of

freedom, the partition function for the intercalation compound
at fixed T, μLi, and number of host atoms, then takes the form
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E N
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∑ σ μ σ
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⃗ − ⃗
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A Monte Carlo simulation acts on an explicit array of
occupation variables σ⃗, corresponding to a finite sized crystal
having L1× L2× L3 unit cells with periodic boundary conditions
often being imposed. The metropolis Monte Carlo algorithm
samples configurations σ⃗ with a frequency given by the
probability distribution of statistical mechanics, which in the
grand canonical ensemble is given by
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⃗ = −

⃗ − ⃗

(49)

This approach allows a numerical evaluation of thermodynamic
quantities such as the average number of Li ions

N P N( ) ( )Li Li÷◊
∑ σ σ⟨ ⟩ = ⃗ ⃗

σ (50)

and the average grand canonical energy (defined as Λ = E −
μLiNLi)

P( ) ( )
÷◊

∑ σ σ⟨Λ⟩ = ⃗ Ω ⃗
σ (51)

both at constant Li chemical potential μLi and temperature T.
Because the Monte Carlo algorithm samples microstates with
the probability distribution P(σ⃗), a direct averaging is performed
during the simulation according to

A
N

A
1

( )
samples ÷◊

∑ σ⟨ ⟩ = ⃗
σ (52)

whereA is a quantity such asNLi orΩ andwhere the sum extends
over a finite number of sampled microstates. Details about
algorithmic aspects of Monte Carlo simulations can be found
elsewhere.121

Monte Carlo simulations enable the calculation of equilibrium
relations between thermodynamic quantities. For example, a
relationship can be calculated between the Li chemical potential,
μLi, and the Li concentration within an intercalation host at a
particular temperature, T, by calculating ⟨NLi⟩ at different μLi
with grand canonical Monte Carlo simulations. The resulting
relationship can then be substituted into the Nernst eq 7 to
obtain a calculated voltage profile at finite temperature. It can
also be used to calculate the Gibbs free energy122−124 by, for
example, numerically integrating eq 4 according to

G N T G N T N( , ) ( , ) do

N

N

Li Li Li Li
Li
o

Li∫ μ⟨ ⟩ = ⟨ ⟩ + ⟨ ⟩
(53)

where G(⟨NLi
o ⟩, T) is the free energy in a particular reference

state. Commonly chosen reference states are dilute limits, such
as the fully deintercalated compound or the fully intercalated
compound, as these states have negligible configurational
entropy. The Gibbs free energy G(⟨NLi

o ⟩, T) can then be
approximated by the average energy of the compound (possibly
augmented with an ideal solution entropy term, which becomes
exact in the dilute limit). Normalization of the Monte Carlo
Gibbs free energy by the number of interstitial sites within the
Monte Carlo simulation cell, M, then yields the free energy g =
G/M as a function of the Li concentration x = ⟨NLi⟩ /M.

Figure 11. Basis functions can be constructed as the product of
occupation variables belonging to different clusters of sites, such as a
nearest-neighbor pair cluster (labeled α), a second nearest neighbor
(β), and a triplet (γ). While only three clusters are shown, a total of 2M

clusters of sites and corresponding cluster basis functions exist for a
crystal having M sites.
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In summary, the approach to calculating finite-temperature
thermodynamic properties of intercalation compounds due to
configurational degrees of freedom has three distinct steps. First,
the energies of several hundred Li vacancy arrangements within
the intercalation compound are calculated from first principles.
These energies are then used to fit the expansion coefficients of a
truncated cluster expansion. Finally, the truncated cluster
expansion is implemented in Monte Carlo simulations with
which a variety of thermodynamic quantities are calculated.

3.3. Modeling Ionic Mobility

In this section, we review the common computational
approaches for calculating properties related to ionic mobility
in batteries. It should be noted that while all the techniques
discussed are generally applicable, practical considerations
substantially influence the classes of materials in which each
technique has been applied. Some of these practical consid-
erations will be alluded to below, but a more detailed discussion
will be given in section 4.
3.3.1. Nudged Elastic Band. The migration barriers, ΔEb,

for atomic hops that can be described with transition state
theory (eq 22) play a key role in determining the rate with which
cations diffuse within a solid. ΔEb for a particular hop is defined
as the barrier along the minimum energy path (MEP)
connecting the end states of the hop. Both the MEP and ΔEb
can be obtained with the nudged elastic band (NEB)
method.125,126

In the NEB approach, a number of intermediate “images” is
first constructed along an initial guess for the MEP for a specific
atomic configuration and diffusion event. A constrained
optimization is then carried out to find the lowest possible
energy for the images while maintaining spacing between
neighboring images. This is achieved by adding “spring” forces
along the band between images and projecting out the
component of the force due to the potential perpendicular to
the band. The energy difference between the highest and lowest
energy points along the MEP determines the effective barrier
ΔEb for the diffusion event.
The reaction coordinate along the MEP is defined by the

entire set of 3N atomic coordinates for a system ofN atoms. The
NEB method is, therefore, generally applicable to any diffusion
event defined by the 3N atomic coordinates, be it a single ion
hop between adjacent sites or coordinated multi-ion motion. In
practice, however, the requirement to provide a reasonable
initial guess for the MEP means that the NEB method is most
commonly applied to the former scenario. TheNEBmethod can
be applied at dilute concentrations to calculate ΔEb for an
isolated cation performing a hop in an otherwise empty host
crystal or for a cation hopping into an isolated vacancy. These
relatively straightforward calculations provide a useful assess-
ment of whether ions are sufficiently mobile within that
particular lattice framework. The NEBmethod is also frequently
used to compute environment-dependent migration barriers at
nondilute concentrations, which are the key inputs to kinetic
Monte Carlo simulations.
3.3.2. Kinetic Monte Carlo.Diffusion in most intercalation

compounds is the result of a large number of stochastic atomic
hops. Individual hop events occur with frequencies that can be
estimated with transition state theory according to eq 22. The Li
ions of intercalation compounds are generally present at
nondilute concentrations, exhibiting varying degrees of short
and long-range order as a function of temperature and overall
composition. This complicates the calculation of transport

coefficients because the migration barriers, ΔEb, and the
vibrational prefactors, ν*, appearing in the expression for the
hop frequency will both be a function of the local degree of
ordering among the Li-ions and vacancies. Figure 12, for

example, illustrates a typical snapshot of a local Li vacancy
configuration over the octahedral sites of a layered intercalation
compound. The Li ion performing the hop labeled 1 is
completely surrounded by vacancies, while the Li ions
performing the hops labeled 2 and 3 are surrounded by only
one and three vacancies, respectively. Each of the three hops of
Figure 12 will have a different migration barrier and vibrational
prefactor due to differences in the local surroundings. An
additional complexity that arises at nondilute concentrations is
that the end states of a hop are rarely equivalent by symmetry
and therefore have different energies. A consequence of this
broken symmetry is that the migration barrier for a forward hop
will differ from that of a backward hop. Hence, the migration
barrier not only depends on the local degree of ordering but also
on the direction of the hop, as schematically illustrated in Figure
13a,b.

Figure 12. Intercalation compounds are often nondilute and exhibit
wide variations in the degree of Li vacancy ordering. The migration
barriers of hops in the presence of disorder can depend strongly on the
local arrangement of Li ions and vacancies. Hop 1 occurs in a local
environment having a high concentration of vacancies, while hop 2
occurs in an environment that is very Li rich. Hop 3 occurs in an
environment that has an almost equal number of Li and vacancies.

Figure 13. End states of hops in nondilute intercalation compounds are
rarely symmetrically equivalent. The energies of the end states of a hop
are then different such that the migration barrier for a forward hop (a)
differs from that of a reverse hop (b). The kinetically resolved activation
barrier,ΔEKRA, is a measure of the kinetic barrier that is independent of
the direction of the hop (c).
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An unambiguous measure of the migration barrier for a
particular hop environment can be obtained by averaging over
the forward and backward hop barriers. This quantity, referred
to as a kinetically resolved activation (KRA) barrier,51 is
independent of the hop direction and only depends on the local
degree of ordering, denoted by σ⃗H, which collects all occupation
variables associated with Li sites of the host minus the sites
directly involved in the hop H. The KRA barrier, ΔEKRA, can be
written in terms of the energies of the activated state, Eact(σ⃗H),
and the end states according to46,51

E E E E( ) ( )
1
2

( ( ) ( ))H HKRA act initial finalσ σ σ σΔ ⃗ = ⃗ − ⃗ + ⃗
(54)

The dependence of the end state energies, E (σ⃗initial) and E
(σ⃗final), on the arrangement of Li ions and vacancies within the
host can be described with a cluster expansion as described in
section 3.2.2. Similarly, it is possible to describe the dependence
of ΔEKRA on the Li vacancy ordering surrounding the hop, σ⃗H,
with a local cluster expansion46,51

E K K( ) ( )H HKRA o ∑σ σΔ ⃗ = + Φ ⃗
α

α α
(55)

where the basis functions Φα(σ⃗) have a similar functional
dependence on the occupation variables, σi, as in the cluster
expansion of the energy (section 3.2.2). The expansion
coefficients, Kα, are adjustable parameters that can be trained
to a large database of KRA barriers for different local
environments as calculated from first principles.
When the energies of the end states of a hop, E (σ⃗initial) and E

(σ⃗final), and the energy of the KRA barrier, ΔEKRA (σ⃗H), are
known, it is possible to recover the migration barrier according
to

E E E E( )
1
2

( ) ( )b HKRA final initialσ σ σΔ = Δ ⃗ + [ ⃗ − ⃗ ]
(56)

All terms on the right can be parametrized with a cluster
expansion, making it possible to evaluate themigration barrier of
a hop for any surrounding Li vacancy arrangement. The
configuration dependence of the vibrational prefactor, ν*, can be
represented in a similar manner.46 The ability to calculate the
migration barriers and vibrational prefactors in any ordered or
disordered state using cluster expansion Hamiltonians is
especially convenient in kinetic Monte Carlo simulations,
which sample the Li trajectories, ΔRi, needed to calculate
transport coefficients such as L (eq 21).
A kinetic Monte Carlo simulation, as applied to an

intercalation compound, evolves a microstate σ⃗ by stochastically
sampling hop events. There are two steps in a kinetic Monte
Carlo simulation that are repeated over and over again until a
sufficient number of hops have been performed.127,128 In the
first step, starting from a Li vacancy ordering σ⃗, a hop, H, is
selected with a probability that is proportional to its hop
frequency, ΓH. This is done by calculating the hop frequencies,
Γh, of all possible hop events, h = 1, ..., Nhops, in Li vacancy
ordering σ⃗. A random number ζ∈ (0, 1) is then chosen and used
to identify a hop using the inequality

W
h

H

h
h

H

h
1

1

1

∑ ∑ζΓ < ≤ Γ
=

−

= (57)

whereW =∑h =1
NhopsΓh is the sum of hop frequencies for all possible

hops in microstate σ⃗. The larger the hop frequency ΓH, the more
likely hop H will be selected. Once a hop H has been selected, a

new Li vacancy configurations σ⃗′ is generated whereby the Li
and vacancy belonging to the hop H in σ⃗ have been exchanged.
The second step of a kinetic Monte Carlo simulation is then to
update the physical time. This is done by selecting another
random number λ ∈ (0, 1) and estimating the waiting time for
the hop to occur by

t
W
1

ln( )λΔ = −
(58)

This expression is derived from a Poisson distribution of rare
events.127,128 The two steps are repeated until sufficiently long
trajectories have been sampled. The sampled trajectories can
then be used to calculate the various transport and diffusion
coefficients of section 2.2.2.

3.3.3. Molecular Dynamics. Molecular dynamics (MD) is
a simulation approach to probe the dynamic evolution of a
system of atoms. The key input to MD simulations is the
description for the interactions between atoms, i.e., the potential
energy surface or PES. In ab initio MD (AIMD), the PES is
obtained by solving the Schrödinger equation, within either the
Born−Oppenheimer129 or Car−Parrinello130 approaches. In
classical MD, these interactions are modeled using parametrized
interatomic potentials (IAPs). Traditionally, these IAPs are
based on mathematical functions parametrized to experiments
or ab initio calculations.131−133 The main trade-off between ab
initio and classical MD is between computational cost, accuracy,
and transferability. The former is highly accurate and generally
applicable across the periodic table, but its computational
expense and poor scalability (>O(N3)) limit typical simulations
to relatively small system sizes (<1000 atoms) and short time
scales (∼100 ps). The latter, on the other hand, have been
applied to large system sizes (up to millions of atoms) and long
time scales (>1 ns), but developing a sufficiently accurate IAP
for a specific chemistry of interest is challenging.
More recently, machine learning (ML) of the relationship

between PES and local environment descriptors have emerged
as a promising alternative providing a general IAP development
approach.134−144 In a typical ML-IAP fitting workflow, a
sufficiently large data set of representative structures is first
sampled, for example, by extracting snapshots from AIMD
simulations or carefully chosen displacements from equilibrium
structures, and their energies and forces are computed using
DFT computations. The sampled structures are then expressed
in terms of atomic local environment descriptors that satisfy
rigorous invariances with respect to translation, rotation, and
permutation of similar species, such as symmetry functions,
moment tensors, bispectrum, and smooth overlap of atomic
positions. Finally, a machine learning model, e.g., linear
regression,136,141 Gaussian process regression137 or neural
network,134 is then applied to learn the PES as a function of
the local environment descriptors. Such ML-IAPs have been
demonstrated to yield near-DFT accuracy in energies and forces,
generally outperforming classical IAPs, across diverse chem-
istries.145

The key output fromMD simulations is the trajectories of the
atoms with time, from which properties such as the mobile ion
diffusivity, conductivity, and other material properties can be
obtained. For example, the jump diffusivity DJ (eq 27) can be
obtained from the slope of the plot of the mean square
displacement (MSD) of the center of mass of the mobile ions
with respect to time, while the tracer diffusivity D* (eq 28) can
be obtained from the slope of the plot of the averaged MSD of
individual mobile ions with respect to time (Figure 14a). The
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conductivity of the mobile ion and the Haven ratio can then be
obtained via eqs 37 and 29, respectively. It should be noted that
the slow convergence of the MSD of the center of mass of the
mobile ions means that calculations of DJ is usually obtained via
classical MD simulations (or alternatively, kineticMonte Carlo),
while D* is more accessible via AIMD simulations, at least for
relatively fast ion conductors. Further, by performing MD
simulations at multiple temperatures, an Arrhenius plot (Figure
14b) of log(D) versus 1/T can be constructed, from which the
activation barrier ΔEb for diffusion can be obtained and
diffusivities and conductivities at other temperatures can be
extrapolated. We can also simulate site occupancies from MD
trajectories at finite temperature. For instance, Li occupancy at
different Wyckoff positions can be investigated through Li ion
distribution analysis and Li−Li radial distribution function
(RDF) analysis. MD simulations, especially AIMD where bond
formation and breaking can be reliably described, have also been
used to model interfacial reactions.146−149

4. APPLICATIONS

In this section, we review applications of first-principles studies
to elucidate the properties of various components of the
rechargeable battery. We will note once again that due to the
extensive body of computational studies on battery materials, we
will focus on works where DFT computations have been used
within a framework of other computational techniques and
analysis. The vast majority of works in the literature that apply
standard DFT calculations to compute battery voltages and
migration barriers are not within the scope of this review. Also
excluded are most works applying DFT computations in high-
throughput screening for novel battery materials discovery. By
its very nature, high-throughput screening typically utilizes
relatively cheap, standard DFT computations.150−156

4.1. Electrodes

4.1.1. Transition Metal Oxides/Sulfides. Most transition
metal oxides and sulfides that serve as electrodes in alkali-ion
batteries adopt either a layered crystal structure or one that is
derived from spinel (Figure 15). LiCoO2, for example, forms the
layered O3 crystal structure (using the notation of Delmas26),
which consists of close-packed CoO2 slabs that are interleaved
by Li ions. The vacancies created within the Li layers upon Li
extraction tend to remain disordered at most Li concentrations,
thereby forming a solid solution with significant configurational
entropy. Interactions among Li-ions can, however, lead to Li
vacancy ordered phases at stoichiometric compositions.17

Predicting these phenomena at finite temperature requires a
statistical mechanics approach as described in section 3.2.1.
Early applications of first-principles statistical mechanics

approaches to study the thermodynamic and kinetic properties
of intercalation compounds focused on LixCoO2.

51,157,158 A
notable result of these studies was the predicted stability of a
staged phase at low Li concentrations, referred to as H1−3.27
The prediction of H1−3 predated experimental characterization
of the phase, which required advances in in-situ experimental
techniques to observe phase evolution in LixCoO2 at high states
of charge.28 First-principles statistical mechanics approaches
have since been applied to a wide variety of other transition
metal oxides and sulfides. These include O3 LixNiO2

159 and
Lix(Ni0.5Mn0.5)O2,

160 O2 LixCoO2,
161 O1 and spinel forms of

L i xT i S 2 ,
4 8 , 1 6 2 s p i n e l L i xT i 2 O 4 ,

1 6 3 , 1 6 4 a n d
Lix(MnyNi1−y)2O4

165,166 as well as LixTiO2 in more complex
crystal structures such as bronze B and anatase.123,167 Similar
investigations have been performed on Na, K, and Mg
containing transition metal oxides such as O2/P2−
NaxCoO2,

168,169 O3/P3−NaxCoO2,
170 O3/P3−KxCoO2,

171

MgxTiS2,
172 and spinel MgxCr2O4.

173 The approach has become

Figure 14. An example of (a) a mean square displacement (MSD) vs time and (b) Arrhenius plot of diffusivities from MD simulations performed at
elevated temperatures.

Figure 15. Structures for layered AxMO2 in (a)O3, (b) P3, (c) P2 stackings, and (d) spinel AxM2O4. In the notation for layered structures proposed by
Delmas, the letter indicates the coordination of the alkali ion (O, octahedral; P, prismatic) and the numeral indicates the number of layers per repeating
unit. Red atoms are oxygen, blue/magenta atoms are transition metals (M), and yellow/green atoms are alkali.
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increasingly automated, enabling high-throughput studies of
multiple electrode chemistries simultaneously, as was done in a
recent investigation of the dependence of the voltage profile of
the spinel crystal structure on host and guest ion chemistry.174

While the transition metal sulfide electrodes of the first Li-ion
batteries of the 1970s1 are no longer competitive due to their low
average voltage, they do serve as useful model systems to obtain
a deeper understanding of intercalation thermodynamics and
kinetics. Transition metal sulfides such as TiS2 have itinerant
valence electrons and therefore do not exhibit the additional
complexities that arise from localized electronic states, such as
charge ordering, Jahn−Teller distortions, and complex magnetic
orderings,180 which are common to many transition metal
oxides. Common approximations to DFT (i.e., LDA and GGA)
also tend to be more reliable for compounds with itinerant
valence electrons. Figure 16 compares the calculated voltage

curves for layered and spinel forms of TiS2 when intercalated by
Li and Na. Parts a, b, and d of Figure 16 compare calculated
voltage curves to experimentally measured voltage curves
(shown in red).90 In all cases, the qualitative agreement between
calculated and experimental voltage curves is very good. Even
the quantitative agreement is good. For comparison, Figure 16c
shows the experimental and calculated voltage curves for
NaxCoO2, the latter calculated with DFT without a Hubbard
U correction.170 Although the shapes of the two curves are very
similar, there is, nevertheless, a systematic under prediction.
This illustrates a well-known shortcoming of DFT calculations
that neglect a Hubbard U correction when applied to transition
metal oxides. Generally, a Hubbard U correction to DFT or a
hybrid functional approach is necessary to accurately predict
voltage curves, phase stability, and ordering tendencies in

transition metal oxides.99,103 There are exceptions, though, with
AxCoO2 (A being Li or Na) being one of them. The use of a
Hubbard U correction tends to decrease the qualitative accuracy
of phase stability and voltage profile predictions for AxCoO2.

169

For example, LixCoO2 undergoes a metal−insulator transition
upon the removal of Li, becoming a metallic phase for x < 0.75,
where electrons are delocalized and itinerant. Delocalized states
are not well described with a Hubbard U correction.
A closer inspection of the predicted electrochemical and

structural properties of NaxTiS2 reveal much about the physics
of layered Na intercalation compounds in general (Figure
17).175 Consistent with experimental observations, Figure 17

shows that NaxTiS2 is predicted to undergo a series of stacking
sequence changes as a function of Na concentration, trans-
forming from an O3 stacking at high concentrations to a P3
structure upon the partial removal of Na. At even lower Na
concentrations, hybrid host structures such as O1−P3 and O1−
O3 become favored. The hybrid O1−P3 andO1−O3 phases are
staged with Na partially occupying alternating layers that have
local P3 or O3 stacking, while the remaining layers having local
O1 stacking are empty. Each host structure is described with a
separate free energy curve in Figure 17a as they each have a
distinct symmetry. A separate cluster expansion was constructed
for each host structure, which was then subjected to Monte
Carlo simulations to generate the data necessary to calculate a
free energy curve using free energy integration techniques175 as
described in section 3.2.1. The transformation from O3 to P3 is
observed experimentally, and while there is no direct structural
evidence for the O1−P3 host at high states of charge (low Na
concentrations), there is evidence for staging.181,182

The P3 host of NaxTiS2, which is stable at intermediate Na
concentrations, consists of a TiS2 stacking sequence that

Figure 16. A comparison of calculated voltage profiles for (a−c)
layered48,170,175 and (b−d) spinel174 AxTiS2 (A = Li, Na) and
NaxCoO2. Experimentally measured voltage curves (LixTiS2,

176

NaxTiS2,
177 NaxCoO2,

178 LixTiS2
179) are shown in red. Adapted from

ref 90. Copyright 2019 Royal Society of Chemistry.

Figure 17. Calculated free energy curves (a) for different host
structures and the resultant voltage profile (b) for NaxTiS2. NaxTiS2
undergoes a series of structural phase transformations involving the
gliding of TiS2 slabs relative to each other. NaxTiS2 prefers the O3 host
at high Na concentrations but transforms to the P3 host and staged
O1−P3 hosts at intermediate and low Na concentrations. Adapted
from ref 175. Copyright 2016 American Chemical Society.
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produces trigonal prismatic sites within the intercalation layers
(Figure 15b). While the octahedrally coordinated Na sites of the
O3 structure (Figure 15a) form triangular lattices as illustrated
in Figure 18a, the trigonal prismatic Na sites of P3 form a

honeycomb network with twice as many sites per TiS2 formula
unit (Figure 18b). P3 only appears when intercalating large
guest cations such as Na and is stabilized relative to O3 at
intermediate concentrations because the additional sites of a
honeycomb network allow for a larger separation between
neighboring Na ions.183 This is illustrated in parts a and b of
Figure 18, which show common low energy orderings on the
triangular lattice of O3 and the honeycomb network of P3 at x =
1/2.

90,175,183

The honeycomb network of Na sites in P3 leads to interesting
ordering phenomena that are absent within the O3 host

structure.170,175 The vacancies on the triangular lattices of O3
tend to distribute uniformly as illustrated in Figure 18c. A similar
distribution is possible on a honeycomb network as illustrated in
Figure 18d, however, the extra flexibility offered by the
additional sites on a honeycomb network allows for other
ways of distributing vacancies that are energetically more
favorable. Instead of distributing uniformly, the vacancies can
coalesce at antiphase boundaries (APBs) between two perfectly
ordered domains that differ only by the sublattice that is
occupied, as illustrated in Figure 18e.175 The tendency of
vacancies to coalesce at APBs leads to very different types of Na
disorder than is present in O3 as illustrated by the Monte Carlo
snap shots of a particular Na-layer of P3 NaxTiS2 (Figure 19).

175

A decrease in the Na concentration is accommodated by an
increase in the total antiphase boundary length. At high Na
concentrations, the total APB-length remains small and the Na
ions organize into large perfectly ordered domains. The domains
adopt a triangular shape because there are three symmetrically
equivalent orientations of the preferred APB of Figure 18e.
Figure 19 shows that as the Na concentration decreases, the
accompanying increase in total APB length results in a reduction
of the domain size and a general increase in the degree of
disorder.
The higher degree of covalency in sulfides leads to weaker in-

plane electrostatic interactions between the Na ions and hence
to less strong ordering tendencies than is present in the more
ionic oxides.183 This becomes evident when comparing the
ordering preferences and voltage profile of NaxTiS2 to that of
NaxCoO2. The more ionic NaxCoO2 has very strong ordering
preferences as is revealed by the large voltage step at x = 1/2 in
Figure 16c. The step at x = 1/2 is due to the stability of the
ordered phase of Figure 18b, in which the Na ions spread as far
apart from each other as possible. The preference for this
particular ordering is so strong in NaxCoO2 that the compound
tries to maintain the same ordering locally, even at
concentrations that deviate from x = 1/2. As in NaxTiS2, this is
again predicted to occur with antiphase boundaries.170

However, the APBs do not separate domains with x = 1 as
illustrated in Figure 20a. Instead they separate perfectly ordered
domains having the x = 1/2 ordering as illustrated in Figure
20b,c.90,170 The predictions that antiphase boundaries such as
those of Figure 20 accommodate off-stoichiometry in P3 host
structures have yet to be confirmed experimentally. However,

Figure 18.Guest ion octahedral sites of the O3 andO1 hosts form two-
dimensional triangular lattices, while those of the prismatic sites of P3
form honeycomb networks. (a) Nearest neighbor interactions (red
arrow) at x = 1/2 are unavoidable on the triangular lattice. (b) The
additional sites offered by the honeycomb network allow cations to
separate more uniformly with an increased distance between
neighboring cations at x = 1/2. (c) Vacancies tend to distribute
uniformly over the sites of a triangular lattice. (d) Vacancies could also
distribute uniformly over the sites of a honeycomb network, however, it
is more favorable for vacancies to coalesce at anti phase boundaries (e)
on a honeycomb network.90,175

Figure 19. Snapshots of one Na layer from grand canonical Monte Carlo simulations for P3 NaxTiS2 at 300 K. The two different sets of sites on the
honeycomb lattice are marked in green and yellow. As is revealed by the free energy curves of Figure 17a, the P3 host is metastable above x = 0.7.
Adapted from ref 175. Copyright 2016 American Chemical Society.
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the predicted stability of antiphase boundaries leads to a large
family of complex ordered phases in NaxCoO2 that are
responsible for the small steps in the calculated voltage profile
that are also evident in the experimental voltage profile.90,170

Many important electrode chemistries for Na-ion batteries
adopt the P2 crystal structure (Figure 15c), which, similar to P3,
also has trigonal prismatic sites that can be occupied by Na
between transition metal oxide sheets. A notable difference
between P2 and P3, though, is that the two trigonal prismatic
sites of P2 per formula unit are not equivalent by symmetry. The
Na1 site of Figure 15c shares faces with transition metal cations
above and below, while the Na2 sites do not share faces with
transition metal cations. Although the nonface-sharing Na2 sites
are energetically preferred, strong in-plane electrostatic
repulsions still lead to occupancy of the face sharing Na1 sites.
This competition results in complex ordering patterns that have
proven challenging to model and characterize experimen-
tally168,169,184

Most experimental studies of cathode materials focus on
multitransition metal (TM) systems because transition metal
mixing tends to suppress alkali-ion ordering at stoichiometric
compositions.185,186 Alkali vacancy ordering often leads to a
significant reduction in the diffusion coefficient51 and is
therefore undesirable. In spite of its importance, detailed
computational studies of mixed-TM oxides remain rare due to
the complexity of coupling alkali vacancy disorder with binary or
ternary transition metal disorder. Additional complexities arise
with transition metals such as Fe, Ni, and Mn, which tend to
exhibit localized oxidation states that can change with the alkali
concentration. The many possible ways of arranging different
oxidation states over transition metal sites constitutes an

additional source of configurational entropy. A study by
Zheng et al.187 demonstrated that Co/Mn mixing in P2
NaxCo1−yMnyO2 decreases the tendency for Na ordering.
They also showed that different transition metals can
substantially modify the site energy of the face-shared Na site
of P2 and by combining AIMD simulations, NEB calculations,
and percolation theory, established theoretical limits for the
mixing of various TM in P2 NaxCoO2. Kubota et al.

178 studied
Fe/Co ordering in O3 NaFe1/2Co1/2O2 with Monte Carlo
simulations and found no evidence for Fe/Co ordering at 300 K,
consistent with neutron diffraction data.188 Lee and Persson165

studied the effect of transition metal disorder on the electro-
chemical properties of high voltage spinel LixNi0.5Mn1.5O4 with a
coupled cluster expansion and Monte Carlo simulations. This
study demonstrated a strong coupling between Li vacancy
ordering tendencies and the degree of transition metal ordering.
A similar study was performed by Hao et al. for
Lix(MnyNi1−y)2O4.

166

First-principles statistical mechanics approaches have also
been applied to study ion transport in transition metal oxides
and sulfides. The combination of first-principles cluster
expansion Hamiltonians with kinetic Monte Carlo simulations
have revealed that the Li diffusion coefficients of transitionmetal
oxides and sulfides are very sensitive to the Li concentration and
the degree of cation ordering.48,51,162,164,189 Figure 21, for
example, shows the calculated chemical diffusion coefficients of
the layered and spinel forms of LixTiS2 as a function of Li
concentration.48,162,189 Not only do the calculated diffusion
coefficients vary by several orders of magnitude with
concentration, but their qualitative shapes are very different,
showing that crystal structure plays a crucial role in determining

Figure 20. First-principles calculations for NaxTiS2 and NaxCoO2 predict that vacancies and off-stoichiometry can be accommodated on the
honeycomb network of prismatic sites of P3 with antiphase boundaries, which separate two different translational variants of a particular ordered phase.
(a) At high Na concentrations, vacancies coalesce at antiphase boundaries separating perfectly ordered x = 1 domains. (b,c) Close to x = 1/2, antiphase
boundaries separate domains having a stable x = 1/2 ordering. Adapted from ref 90. Copyright 2019 the Royal Society of Chemistry.

Figure 21.Chemical diffusion coefficient of Li in an intercalation compound often has a strong dependence on Li concentration and crystal structure.
Adapted from ref 189. Copyright 2013 American Chemical Society.
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the concentration dependence of diffusion coefficients of
intercalation compounds. The concentration dependence of
the Li diffusion coefficient for the layered form of LixTiS2 is
typical of that of layered compounds in general.17,51 The spinel
form of LixTiS2 is a useful model system with which to
understand diffusion in three-dimensional close-packed anion
systems, such as disordered rock salts. This is because the
transition metal arrangement in spinel leads to a three-
dimensional network of octahedral sites that are preferentially
occupied by Li in LixTiS2.

162

The strong dependence of Li diffusion coefficients on
composition and cation arrangement in transition metal oxides
and sulfides arises from crystallographic constraints imposed by
the close-packed nature of their anion sublattices.189 Cation
hops between neighboring octahedral sites of a close-packed
anion sublattice pass through an intermediate tetrahedral site, as
these paths are sterically less constricted than a more direct
path.51 An important topological feature of the intermediate
tetrahedral sites is that they are coordinated by more than just
the end states of the hop. This property makes the overall
migration barrier of the hop very sensitive to the occupancy of
the neighboring sites that do not participate in the hop. The
relationship of the intermediate tetrahedral sites to neighboring
octahedral sites is schematically illustrated for the layered O3
host and for a spinel host in Figure 22. The most favorable hop

environments for hops between octahedral sites that pass
through a tetrahedral site are those consisting of vacancy
clusters. In the layered compounds, such as LixCoO2 and
LixTiS2, hops are predominantly mediated by divacan-
cies,48,51,189 while in three-dimensional crystals such as spinel
LixTiS2 (where Li occupies octahedral sites), diffusion is
mediated by triple vacancies.162,164

The reason that vacancy clusters mediate Li diffusion in close-
packed anion sublattices becomes clear upon inspection of
Figure 23, which shows calculated migration barriers as a
function of the vacancy cluster size in spinel LixTiS2.

162 The
tetrahedral sites of spinel are coordinated by four octahedral
sites that could be occupied by Li. A migrating Li ion hops into a
triple vacancy if three of the adjacent octahedral sites are vacant
(Figure 23a). When the migrating Li passes through the
intermediate tetrahedral site, it will be surrounded by four empty
octahedral sites, a configuration that is low in energy as there are
no replusive interactions with neighboring Li ions. In contrast,
when a Li ion hops into a divacancy, as in Figure 23b, it will
experience increased electrostatic repulsion when it passes
through the tetrahedral site due to the presence of a neighboring
Li ion in an adjacent octahedral site. The barrier for such a hop is
higher than for a triple vacancy hop. The barrier becomes even

higher in a single vacancy hop (Figure 23c) because the
migrating Li ion then has two nearest neighbor octahedral Li
ions when it occupies the intermediate tetrahedral site.
Kinetic Monte Carlo simulations have shown that the

majority of hops in layered and three-dimensional structures
such as spinel are mediated by vacancy clusters: divacancies in
the layered materials48,51 and triple vacancies in the spinel.162

They also showed that diffusion mediated by vacancy clusters is
highly correlated, especially at high Li concentrations where the
concentration of vacancy clusters is very low. Figure 24, for

example, shows the calculated correlation factor f (eq 30) for
spinel LixTiS2, where Li diffusion is predominantly mediated by
triple vacancies.162 The correlation factor is close to 1 at low Li
concentrations, where the number of Li ions in the crystal is
sufficiently low that each Li essentially performs a random walk
without interacting much with other Li ions. The correlation
factor decreases, however, with increasing Li concentration,
becoming especially low at high Li concentrations, where
diffusion is mediated by isolated di- and triple vacancies.162 The
isolated vacancy clusters are very inefficient at mediating long-

Figure 22. Li hops between octahedral sites of host structures that have
a close-packed anion sublattice often pass through an intermediate
tetrahedral site. The tetrahedral sites share faces with four nearest
neighbor octahedral sites. In the layered O3 crystal structure, one of
these octahedral sites is occupied by a transition metal.

Figure 23. Migration barrier along hops connecting two octahedral
sites in spinel LixTiS2 are very sensitive to the number of vacancies
neighboring the intermediate tetrahedral site. The barriers decrease
with the number of vacancies, with hops into a triple vacancy having the
lowest barrier. Adapted from ref 162. Copyright 2011 American
Physical Society.

Figure 24. Calculated correlation factor for Li diffusion in spinel
LixTiS2. The correlation factor measures the degree with which
successive hops are correlated. Uncorrelated hops lead to a correlation
factor of 1. Li diffusion in spinel LixTiS2 is mediated by triple vacancies,
which lead to highly correlated diffusion at high concentrations where
triple vacancies become very dilute. Adapted from ref 162. Copyright
2011 American Physical Society.
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range Li-ion transport, leading to a Li correlation factor that is
more than a factor of 100 less than that of a random walker.
The dependence of Li transport on vacancy clusters is

responsible for a drop off in the diffusion coefficient with
increasing Li concentrations. In a random solid solution, the
divacancy and triple vacancy concentrations decrease as (1− x)2

and (1 − x)3, respectively. Hence, the number of diffusion
mediating defects diminish rapidly as the Li concentration
approaches x = 1. In real intercalation compounds, it decreases
even more rapidly due to thermodynamic nonidealities arising
from vacancy−vacancy repulsions as the vacancy concentration
becomes dilute. As is clear from Figure 21, the diffusion
coefficient decreases more rapidly in the spinel form of LixTiS2,
with its three-dimensional interstitial network and its reliance on
triple vacancies, than in the layered form of LixTiS2, where
diffusion is mediated by divacancies.
Figure 21 shows that the diffusion coefficients of layered

intercalation compounds also decrease as the Li concentration
approaches x = 0. The decrease again has a crystallographic
origin, arising from the contraction of the c-lattice parameter at
low Li concentrations. A reduction in the distance between
transitionmetal oxide (sulfide) slabs penalizes the activated state
(intermediate tetrahedral site) more than the initial states
(octahedra) of the hop. This leads to an increase in the
migration barriers,ΔEb, of Li hops at low Li concentrations.48,51

Basic insights about diffusion mechanisms that are derived
from first-principles statistical mechanics studies can be used to
rationally design new electrode materials. This was recently
demonstrated by Lee et al.190 in the development of disordered
rock salt cathodes that exhibit exceptionally high rate
capabilities. Disordered rock salts are similar to layered O3
and spinel host structures in that they also consist of a close-
packed oxygen sublattice, differing only in that the Li and
transition metal cations are disordered over the octahedral sites
of the oxygen sublattice. Li diffusion in a disordered rock salt is
therefore also expected to proceed through intermediate
tetrahedral sites.190,191 As a result, migration barriers will be
very sensitive to the occupancy of the octahedral sites that
coordinate the tetrahedral site of a hop. Similar to the hop
barriers in spinel LixTiS2 (Figure 23),

162,189 a hopping Li ion will
experience a low migration barrier when it passes through a
tetrahedral site that is coordinated by zero transition metal
cations,191 referred to as 0-TM by Lee et al.190 as shown in
Figure 25b. Any tetrahedral site coordinated by one (1-TM,
Figure 25c) or two (2-TM, Figure 25d) transition metal cations
will pose a high barrier for Li hops and impede long-range Li
diffusion.191 Cation arrangements that lead to interconnected
networks of 0-TM tetrahedral sites are therefore desirable for
fast Li diffusion. Lee et al.190 and Urban et al.191 showed that it is
possible to realize percolating networks of 0-TM tetrahedral
sites in disordered rock salts that have an excess of∼10% lithium
(Figure 26). This is consistent with the high rates and capacities
observed in Li1.211Mo0.467Cr0.3O2 (265.6 mAh g−1).190 Sub-
sequent work extended these strategies by investigating
fluorinated rock salt oxides, utilizing cluster expansions and
Monte Carlo simulations to establish that fluorination is only
possible in Li-rich regions and that cation disorder may help
create such local environments.192 The work of Kitchaev et
al.,193 which also relied on cluster expansions and Monte Carlo
simulations, led to the identification of the optimal disordered
rock salt compositions in the Li−Mn−V−O−F space that
maximize capacity.

4.1.2. Polyanion Oxides. While many promising cathodes
for Li and Na-ion batteries are transition metal oxides, other
more complex polyanionic compounds have also shown promise
as electrode materials. A particularly interesting polyanionic
compound that has received considerable attention from the
research community is LixFePO4

20,59 having the olivine crystal
structure. It exhibits a variety of peculiar properties that make it
an unlikely candidate for Li-ion batteries, including (i) a crystal
structure that only allows for one-dimensional diffusion,79 (ii) a
two-phase reaction that is accompanied by a large change in
lattice parameters,72 and (iii) a low electronic conductivity.194 In
spite of these properties, LixFePO4 has proven to be a
remarkable cathode material for high-rate capability Li-ion
batteries.59

LixFePO4 exhibits localized oxidation states on the Fe sites at
intermediate Li concentrations x. These states have polaronic
character.194,195 Standard semilocal functionals, such as LDA
and GGA, fail to accurately describe the localized electronic
states in LixFePO4 and predict that the compound should form a
simple solid solution as a function of x,99 a result that is in stark
contrast to experimental observations.59 It is only with a
Hubbard U correction that a miscibility gap is predicted at
intermediate Li concentrations and that localized Fe2+ and Fe3+

oxidation states are stabilized.99 Electron localization in
LixFePO4 not only affects the enthalpy of mixing but also
plays an important role in determining the entropy of the
compound at finite temperature. A statistical mechanics study by
Zhou et al.111 showed that an explicit treatment of the
configurational entropy arising from Fe2+-Fe3+ disorder at
intermediate Li concentrations is essential to reproduce the
correct topology of the temperature versus composition phase
diagram of LixFePO4. Figure 27111 compares experimentally
measured phase diagrams (Figure 27a) to a phase diagram
calculated by accounting for both Li vacancy disorder and
localized electronic degrees of freedom (Figure 27b) and a phase
diagram calculated by only considered Li vacancy disorder
(Figure 27c). The experimentally measured phase diagrams
(Figure 27a) show the existence of a monotectoid. The

Figure 25. Possible environments for Li hops in rocksalt-like Li-TM
oxides. (A) Two tetrahedral paths connect each pair of neighboring
octahedral sites. The activated state can share faces with (B) no
octahedral transition metals (0-TM channel), (C) one transition metal
(1-TM channel), or (D) two transition metals (2-TM channel).
Adapted from ref 190. Copyright 2014 American Association for the
Advancement of Science.
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monotectoid is also predicted in the phase diagram of Figure
27b, that was calculated by explicitly treating both Li vacancy
and Fe2+−Fe3+ configurational disorder with a cluster expansion
and Monte Carlo simulations.111 The monotectoid is absent,
however, when the discrete electronic degrees of freedom on the
Fe sites are neglected, with a simple miscibility gap emerging for
a model that is restricted to only Li vacancy disorder (Figure
27c). Cluster expansion models for LixFePO4 continue to be
refined and have led to further insights about the thermody-
namic and kinetic properties of this compound.196

The voltage curve20 (Figure 3a) and phase diagram of
LixFePO4 (Figure 27a)

197 indicate that Li insertion and removal

from the compound should proceed by means of a two-phase
reaction at room temperature. A first-principles statistical
mechanics study by Malik et al.,85 however, predicted a very
shallow free energy inside the two-phase region, leading the
authors to suggest a kinetic pathway of Li insertion and
extraction that bypasses a two-phase coexistence and instead
proceeds through a solid solution phase. The electrode is then
able to avoid a nucleation and growth mechanism, which would
be accompanied by large coherency strains.71,78,199

Whether two-phase coexistence occurs in particles of
LixFePO4 or whether (de)lithiation of LixFePO4 proceeds
through a solid solution phase depend sensitively on a variety of
factors. Thermodynamic arguments show that a two-phase
coexistence can be suppressed if the elastic strain energy and the
interfacial energy of a coherent two-phase coexistence exceeds
that of the free energy penalty of forming a solid solution. A
systematic study by Abdellahi et al.199 showed how particle size
and shape affects the stability of a two-phase coexistence relative
to a solid solution. The rate of Li insertion and extraction also
plays an important role in determining whether the compound
transforms through a two-phase reaction or follows a path
through a solid solution. This was systematically investigated
with kinetic models by Bai et al.84 Several in situ experimental
studies have provided evidence for the single-phase reaction
path.200

Other polyanion cathodes, such as Li2FeSiO4 and LixVOPO4,
have also received much attention due to the promise that they
may undergo multielectron redox processes and thereby enable
very high capacities. Saracibar et al.201 and Eames et al.,202 for
example, investigated the relative stability of several Li2FeSiO4
polymorphs and found that although all polymorphs are close in
energy when completely lithiated, the 3D hosts are more stable
than the layered structures upon Li removal. The large changes
in relative stability between different polymorphs upon Li
removal makes these compounds highly susceptible to
degradation processes and irreversible phase transformations

Figure 26. (a) Critical lithium concentrations for 0-TM percolation in different rock salt-type Li-TM oxides. (b−d) Accessible lithium atoms per
formula unit as a function of the overall lithium concentration and the degree of cation mixing in (b) layered, (c) spinel-like, and (d) γ-LiFeO2. Thick
and thin lines indicate concentrations of 0-TM percolation and one lithium atom becoming accessible, respectively. Adapted from ref 191. Copyright
2014 Wiley-VCH.

Figure 27. LixFePO4 phase diagram. (a) Experimental phase boundary
data from Delacourt et al.197 and Dodd et al.198 (b) Calculated phase
diagram with both Li and electron degrees of freedom and (c) with Li
degrees of freedom only. Adapted from ref 111. Copyright 2006
American Physical Society.
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at high states of charge. Similarly, Lin et al.203,204 carried out in-
depth DFT and experimental studies of the polymorphs of
AxVOPO4, a family of highly promising multielectron polyanion
cathodes for both Li-ion and Na-ion battery chemistry. The
authors elucidated the intermediate phases in the intercalation
of two Li into ε-VOPO4 using both DFT calculations and
operando PDF techniques. Furthermore, the authors found that
the β and ε polymorphs have more favorable Li diffusion than
the α − I polymorph, while the latter was found to have more
favorable diffusion for Na due to its layered structure that can
accommodate the larger Na ion.
4.1.3. Graphite and Alloy Electrodes. There are only a

limited number of transition metal oxides (e.g., TiO2) that are
suitable for the anode of a Li-ion battery because most have
voltages (relative to metallic Li) that are too high. Instead,
graphite intercalation compounds and elements including Si, Sn,
and Sb, which undergo alloying reactions with Li, are more
suited for the anodes of Li-ion batteries. All these disparate
materials classes have been studied with a wide variety of first-
principles modeling tools.
Graphite serves as the anode in the majority of commercial Li-

ion batteries. It has a layered crystal structure made of graphene
sheets (Figure 28a). Similar to layered transition metal oxides
and sulfides, the two-dimensional graphene sheets can adopt
different stacking sequences depending on the concentration of
the intercalated guest ions. The carbon of a particular graphene
sheet occupy sites of a honeycomb network. In pure graphite,
the graphene sheets prefer an ABAB stacking sequence whereby
a carbon atom of one graphene sheet resides above the center of

a hexagon of carbon of an adjacent graphene sheet (Figure 28b).
The stacking sequence between adjacent layers changes to an
AA sequence, however, upon the insertion of guest cations such
as Li or K between the pair of layers (Figure 28c). The guest
cations then reside above and below the carbon hexagons of each
sheet (Figure 28).
The thermodynamic and kinetic properties of the LixC6

graphite intercalation compound were investigated with first-
principles statistical mechanics methods by Persson et al.205,206

Li intercalation into graphite occurs in stages, where the stage
number n corresponds to n − 1 empty layers between each Li-
filled layer. The graphene sheets adjacent to the filled layers
adopt an AA stacking sequence, while those adjacent to empty
layers tend to adopt an AB stacking sequence as in pure graphite.
The interactions between adjacent graphene sheets across an
empty intercalation layer are very weak and are dominated by
van der Waals forces. This poses a challenge to conventional
DFT approaches as they fail to describe van der Waals
interactions. It is, therefore, essential to include van der Waals
corrections as part of the DFT calculations. Figure 29a, for
example, shows that a better qualitative agreement is obtained
(apart from a systematic shift) between calculated and
experimentally measured voltage curves when van der Waals
corrections are included.205

A cluster expansion Hamiltonian constructed for LixC6 based
on van der Waals corrected DFT formation energies showed
that in-plane Li−Li interactions are quite strong.205 They are
sufficiently strong to prevent nearest-neighbor Li−Li pairs,
thereby limiting the maximum Li concentration to LiC6. At this

Figure 28. (a) Graphite is made up of two-dimensional graphene sheets. Carbon are the light-blue atoms and reside on a honeycomb net. The aqua-
green diamond represents the two-dimensional primitive unit cell of the honeycomb network. The graphene sheets can adopt different stacking
sequences. In pure graphite, they adopt an ABAB stacking sequence (b), while when intercalated by Li they adopt an AA stacking sequence (c). (d)
Guest ions such as Li (yellow circle) reside above and below the empty hexagons of the honeycomb networks of AA stacked graphene sheets. (e)
Strong nearest neighbor Li−Li repulsion leads to a a a3 3× supercell ordering between graphene sheets that allows for the highest density of Li
while avoiding nearest neighbor Li−Li pairs.

Figure 29. (a) Voltage profile for the Li-graphite system obtained by standard DFT data (red line), DFT data corrected for vdW interactions (blue
line),205 compared to experiments (black curve).209 (b) Calculated Li chemical diffusivity in stage II (blue squares) and stage I (red circles) phases in
the Li−graphite system.
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composition, the Li ions can order in a a a3 3× supercell
within the two-dimensional intercalation layers (Figure 28e).
This ordering maximizes the Li concentration without
introducing nearest neighbor Li−Li pairs. The Li diffusion
kinetics within the graphite host structure was also investigated
by Persson et al.205,206 Migration barriers as calculated with the
NEB method were combined with a cluster expansion
Hamiltonian in kinetic Monte Carlo simulations to predict the
Li diffusion coefficient as a function of the Li concentration. The
calculated diffusion coefficient shown in Figure 29b ranges
around ∼10−7 cm2 s−1 and is in reasonable agreement with
careful experimental measurements of 4.4 × 10−6 cm2 s−1.206

The changes in stacking sequence between graphene sheets
that occur with variations in the Li concentration of graphite
means that Li insertion/removal from the host not only requires
diffusion but also the gliding of adjacent graphene sheets relative
to each other. These gliding transitions may also be mediated by
a dislocation mechanism as proposed for LixCoO2 by Gabrisch
et al.89 and as described in section 2.3. Models based on the
phase field approach have been developed to study the kinetics
of Li insertion and staging phenomena in graphite intercalation
compounds.207,208 These models, however, do not yet include
the chemomechanics accompanying the stacking sequence
changes from AA to AB upon deintercalation of a filled layer.
Alloying reactions within anodes are especially challenging to

model from first-principles due to the crystallographic complex-
ity of the intermetallic phases that form and the possibility that
the anode becomes amorphous upon lithiation.210 Alloying
reactions are often also accompanied by very large volume
changes, which pose challenges to meso and continuum scale
models. Silicon, for example, is an alternative to graphite as an
anodematerial for Li-ion batteries and offers very high capacities
when fully converted to Li15Si4. Other elements such as Sn and
Sb can also serve as anodes in Li ion batteries and similar to Si
form a rich variety of complex intermetallic compounds when
alloyed with Li. In contrast to intercalation processes, the
reaction products of an alloying reaction can adopt very different
crystal structures from that of the original starting metal. One
task, therefore, is to identify the crystal structures of the
intermediate intermetallic compounds that are thermodynami-

cally stable when an element such as Si, Sn, or Sb reacts with Li.
One approach to predicting the crystal structure of intermetallic
compounds is to use the cluster expansion infrastructure to
enumerate large numbers of ordered phases obtained by
systematically decorating the sites of simple parent crystal
structures such as bcc, fcc, and hcp. Such an approach was
performed for the Li−Sb system.211,212 A drawback of the
approach is that it is restricted to orderings on a limited set of
parent crystal structures. Morris et al.213−216 used an alternative
approach based on the ab initio random structure searching
(AIRSS) method to determine stable intermetallic compound
crystal structures in the Li−Si, Li−Ge, Li−Sn, Li−Sb, and Li−P
binary systems. Because the AIRSS approach is not restricted to
a limited set of parent crystal structures it has a higher
probability of discovering new and unexpected crystal
structures.
The tendency of Si to amorphize and swell by more than a

factor of 2 when electrochemically alloyed with Li makes
molecular dynamics simulations a more suitable modeling
approach than the cluster expansion method to predict the
electrochemical and transport properties of Si anodes. Johari et
al.,217 for example, performed AIMD simulations to quantify the
mobility of both Li and Si in a lithiated silicon anode. The
diffusivity of Li was predicted to be 4 orders of magnitude larger
than that of Si in the crystalline phase, with the gap narrowing in
the amorphous phase to 2 orders of magnitude. The authors
pointed out that the lack of Si mobility is the cause of the large
stresses generated during lithiation and that the amorphous
phase is helpful for stress relaxation. Jung and Han218

investigated the lithiation-induced phase transitions by generat-
ing the atomic configurations for the amorphous phase from
quenching AIMD simulations. It was inferred that amorphiza-
tion occurs after the Li:Si ratio exceeds 0.3 from formation
energy comparisons (Figure 30). This finding is in agreement
with a 7Li NMR study by Key et al.,219 where new peaks emerge
at 105 mV during the first discharge of crystalline Si with respect
to Li/Li+, corresponding to a Li:Si ratio of 0.26. These peaks
imply a breaking of the crystalline Si structure. The large variety
of local structure within amorphous phases makes the sampling
of realistic environments especially challenging. Artrith et al.220

Figure 30. 0 K formation energies of crystalline and amorphous LixSi phases and stable structure at each Li concentration. Adapted from ref 218.
Copyright 2011 Elsevier Ltd.
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has overcome these challenges by introducing an efficient
samplingmethod that combines a genetic algorithm and a coarse
machine-learned interatomic potential trained on a smaller DFT
data set. The amorphous structures generated with this
approach generally have lower energies than heat-quenched
MD simulations.

4.2. Electrolytes

The electrolyte is the medium through which ions are
transported between the electrodes during battery operation.
As such, this medium must have a high ionic conductivity (at
least 0.1 mS/cm, with >1 mS/cm desired for high-rate
applications) coupled with low electronic conductivity.
Furthermore, the electrolyte is subject to both low and high
extrema in alkali chemical potential, being in contact with both
the cathode and anode at the same time. The nature of the
electrified electrode/electrolyte interfaces, i.e., the existence of
any reactions, the products formed, and the ionic transport
across interface frequently dictate overall battery performance
and has been the focus of major studies.13,34

By far, the most common type of electrolytes today are
solutions of lithium salts (e.g., LiPF6, LiClO4, LiTFSI) in a
mixture of liquid solvents such as 1:1 ethylene carbonate
(EC):dimethylcarbonate (DMC). These liquid electrolytes
generally exhibit high Li+ conductivities of at least ∼1−10
mS/cm, with good electrochemical stability up to 4.5 V.34,221,222

Although liquid electrolytes are not stable against reduction
close to the Li/Li+ potential, the formation of a solid−electrolyte
interphase (SEI) passivates the anode/electrolyte interface and
enables stable cycling (see Figure 31a,b). Nevertheless, there are
significant differences in the SEI formation process when varying
the anode material from metallic lithium (or lithium storage

metal) to graphite/carbon.223 SEI formation on carbonaceous
(graphite) lithium storage materials takes place as a side reaction
during the first reduction (charge reaction) or within a few
cycles, with the least stable electrolyte components selectively
reacting first (see Figure 31a). In contrast, an SEI forms on
metallic lithium upon spontaneous decomposition of the
electrolyte and the reactivity of the metallic lithium electrode
with the electrolyte decreases as the SEI growth increases (see
Figure 31b). This is because the number of electrolyte
components that are sensitive to reduction when in contact
with the lithium electrode is limited. Nevertheless, the surface of
metallic lithium forms a new SEI in each cycle, which continues
until lithium metal and/or the electrolyte are completely
consumed or when the formation of high surface area lithium
occurs (such as dendrites).224 The SEI formation processes and
the resulting SEI composition is therefore dependent on
whether the anode is metallic lithium or graphite/carbon.223,225

In contrast to the SEI of a lithium metal anode, which is
continuously renewed during each cycle, the surface of charged
carbon electrodes remain passivated by the SEI, making
graphite/carbon a superior anode material compared to metallic
lithium for LIBs.226,227 Lithium storage metals like silicon or tin
exhibit much larger volume changes than carbon during
charging/discharging,228 which is an additional contributing
factor to SEI breaking (see Figure 31b).
In the past few years, the discovery of solid superionic

conductors with ionic conductivities rivaling those of liquid
electrolytes14,15,229 have fueled intense research into all-solid-
state battery (SSB) architectures.14,230,231 SSBs are potentially
safer by eschewing the use of a flammable organic solvent, and
are a potential path to higher energy densities by enabling novel

Figure 31. Schematic representation of dissimilarity in the characteristic feature of SEI formation and growth on the surfaces of (a) graphite and (b)
metal (Li or Li-alloys). The SEI is stable on graphite electrode, however, after cycling crack appears due to the volume expansion and contraction, SEI
mechanical failure is more for Li-storage-metals (such as Si or Sn) as anode compared to graphite due to larger volume change, and metallic lithium
leads to new SEI formation in each cycle and surface morphology alters accordingly. Reproduced with permission from ref 232. Copyright 2015 The
Electrochemical Society. (c) Schematic representation of two pathways for EC reduction at anode. Reproduced with permisison from ref 147.
Copyright 2013 American Chemical Society. (d) Schematic representation of electrolyte reduction reaction (EOR), namely, electrolyte EC oxidation
on the LixMO2 (M =Mn, Co) cathode surface, while a proton and two electrons are transferred to the surface. M, O, and H denote metal, oxygen, and
hydrogen, respectively. Labeling scheme and color code for ethylene carbonate are carbonyl oxygen, OC, carbonyl carbon, CC, ethylene coordinated
oxygen, OE, ethylene carbon, CE, and ethylene hydrogen, HE. Reproduced with permission from ref 233. Copyright 2018 American Chemical Society.
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electrode combinations (e.g., high voltage cathodes and lithium
metal anodes) and architectures (e.g., stacking).
It should be noted that the types of electrolytes span a

continuum ranging from liquid to polymers to glassy phases to
crystals. Here, we loosely group the electrolytes into two broad
classes: “liquid electrolytes”, which encompasses both liquid and
polymer electrolytes, and “solid electrolytes”, which encom-
passes crystalline ceramics as well as their associated glassy
phases. We will review the application of first-principles
computational techniques to the study of both classes of
electrolytes, including their interfaces with the electrodes.
4.2.1. Liquid Electrolytes. Computational studies of liquid

electrolytes have focused on electrochemical stability and the
reactions that occur at the electrode/electrolyte interface. The
existence of strong ion−solvent interactions means that the
electrochemical window of the electrolyte is not simply
determined by the highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO)
energy levels for isolated components,234 although this is a
frequently used approximation for high-throughput screen-
ing.152,153 Explicit modeling of the complex salt and solvent
mixture in liquid electrolytes requires simulation boxes
containing hundreds or even thousands of atoms. Hence,
classical MD simulations using atomistic force fields are
frequently used to obtain reasonable liquid structures, in
combination with first-principles calculations.235−238

Most studies have focused primarily on the commonly used
EC/DMC solvent with or without LiPF6 salt.239−242 For
example, Leung147 used AIMD simulations to investigate the
initial decomposition process of EC on graphite anodes with
different edge terminations, on Li metal, and on spinel
manganese oxide surfaces. They proposed two EC-reduction
pathways involving one and two electrons. The one-electron
mechanism (see Figure 31c) involves electron-induced cleavage
of the C−O bond in EC to form EC− radicals, followed by
combination of two EC− radicals with Li to form the major SEI
product dilithium ethylene dicarbonate.240 This reaction has
been confirmed by electron paramagnetic resonance spectros-
copy measurements.243 The two-electron mechanism,244 on the
other hand, leads to the generation of either CO or C2H4 gas
depending on the particular C−O bond cleaved (see Figure
31c).147 These conclusions are consistent with the experimen-
tally observed CO evolution.245 Theoretical studies also suggest
that solvent oxidation and electrode degradation are interre-
lated.147 When an ECmolecule binds to a 5-coordinated surface
Mn(III) on the (100) surface of a spinel LixMn2O4 cathode,
newly formed 6-coordinated Mn(III) transforms into a Mn(IV)
by donating an electron to a subsurface Mn(IV). Consequently,
two Mn(III) disproportionating into Mn(II) and Mn(IV) leads
to Mn(II) dissolution.147

Østergaard et al.233 employed DFT to investigate the
oxidative decomposition of EC on layered LixMO2 cathode
surfaces. The motivation was to understand the electrolyte
oxidation reaction (EOR) at increasing potentials as well as to
rationalize the experimental report246 that a shift to late 3d
transition metal cathodes lowers the onset potential for EOR.
Østergaard et al.233 emphasized that the EOR involves reactions
with the oxygen sites, which is consistent with previously
reported EOR pathways involving H transfer from EC to surface
oxygen of cathodes as the rate-determining step (see Figure
31d).148,247 Consequently, there is a shift in charge as shown in a
Lewis diagram (see Figure 31d). The oxidation leads to a ring
opening of EC, oxygen loss from the cathode surface, and finally

to CO2 and CO evolution.248,249 Decomposition of EC on the
surface is also possible after reacting with Li or forming
protonated species.250 Thus, the criteria for a coating material to
prevent EOR are low hydrogen affinity of the surface as well as
suppressed oxygen release from cathode.154,251,252

Ramos-Sanchez et al.253 applied coarse-grained kinetic Monte
Carlo (CG-KMC) methods to understand the mechanisms
associated with the early stage formation of SEI during lithium−
ion intercalation on a graphite anode. It was found that the
reduction of EC limits the SEI film growth rate and that the
growth rate is inversely proportional to the film thickness.
Although the proposed CG-KMCmodel is based on only the Li
ethylene dicarbonate (Li2EDC) SEI component, it can be
extended for more complicated interfacial reactions involving
multiple species comprising the SEI as well.253,254

An interesting variant of the classic EC/DMC liquid
electrolytes is the recently reported superconcentrated aqueous
electrolyte solutions, otherwise known as the “water-in-salt”
(WIS) electrolytes.255,256 By limiting the number of free solvent
molecules, such WIS electrolytes mitigate solvent decomposi-
tion. For example, it was found that a LiTFSI-(H2O)2 WIS
electrolyte is stable up to ∼3.0 V, well beyond the oxidation
potential of water, and DFT calculations suggest that the
Li2(TFSI)(H2O)x aggregates become reductively unstable at a
much higher potential (2.9 V versus Li) compared to the isolated
TFSI anion (1.4 V).255 In addition, preferential reduction of
TFSI− over water is attributed to the shift of the TFSI
conduction band minimum and the water valence band
maximum to lower potentials with increasing salt concentration.
Consequently, the reduction process generates LiF (from
TFSI−), thus forming an anode−electrolyte interphase, which
kinetically prevents further reduction of both water and TFSI−.
Following a similar concept, Okoshi et al.257 theoretically
investigated the concentration dependence of the structural and
dynamical properties of a superconcentrated solution of sodium
bis(fluorosulfonyl)amide-dimethoxyethane (NaFSA-DME).
Such quantum molecular dynamics simulations with several
thousand (or more) atoms for several tens of picoseconds were
enabled by the recent development of a divide-and-conquer
(DC) density-functional tight-binding (DFTB) method.257−259

An analysis of the ligand exchange reaction rate revealed that the
lifetime of the solution structure is of the order of 60−120 ps in
the NaFSA-DME electrolyte solution. Okoshi et al.257 analyzed
the dynamical properties of Na+ ions and suggested that the
ligand exchange reactions are responsible for Na-ion diffusion
via an alternative diffusion pathway in superconcentrated
conditions, which often leads to a reduction in Na-ion
conductivity.
Suo et al.256 further proposed the introduction of a second

lithium salt, lithium trifluoromethanesulfonate (LiOTf), to form
a “water-in-bisalt” (WIBS) electrolyte. Quantum chemical
calculations indicated that a WIBS electrolyte exhibits a lower
reduction potential of LiOTf than that of hydrogen evolution
and yields LiF as the reduction product. A combined MD and
DFT simulation predicted that the addition of LiOTf to a
LiTFSI solution displaced around 0.5 water molecules per Li+

solvation shell and reduced the fraction of free water molecules
from 0.15 to 0.11, thus enhancing the redox stability of
electrolyte. The proposed mixed salt system promises the
highest voltage (2.1 V) and energy density (100 Whkg1) among
all aqueous battery setups to-date.256

Room-temperature ionic liquids (RTILs) have also garnered
substantial interest as potential electrolytes due to their
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inherently low volatility, low flammability, high thermal stability,
and potentially large electrochemical windows, relative to the
typically flammable organic solvents such as EC/DMC.260−263

Ong et al.264 investigated the electrochemical stability window
for RTILs formed from the butyl methyl immidazolum (BMIM)
and N,N-propylmethylpyrrolidinium (P13) cations, and the PF6,
BF4, and (trifluoromethylsulfonyl)imide (TFSI) anions using a
combination of classical MD simulations and DFT calculations.
Besides finding that explicit modeling of the RTIL structure
yields much better agreement with experimentally measured
electrochemical windows compared to simplified gas phase or
polarizable continuum model calculations, two key findings are
that the TFSI anion is less stable toward reduction compared to
the P13 cation,265 and some cations (e.g., the aromatic BMIM)
can also be less stable against oxidation when paired with specific
anions (e.g., PF6).
Several efforts have attempted to identify the complex

structure in magnesium−chloride complexes of the electrolytes
for magnesium-ion batteries.266,267 Pour et al.268 established that
the magnesium ion exists as a six coordinated ion in THF,
primarily in the form of MgCl+(5THF) monomers or
Mg2Cl3

+(6THF) dimers. In contrast, theoretical investigations
byWan and Prendergast269 elucidated that theMgCl+ monomer
is always coordinated by three THFs, leading to a total Mg
coordination of four, which was supported by experimental
NMR and XANES results.270 Subsequently, Canepa et al.271

combined DFT and classical MD calculations and benchmarked
the modeling strategy using previous experimental/theoretical
results on several magnesium−chloride complexes in different
THF environments. It was shown that the most stable
magnesium aluminum chloride complexes (MACCs),
MgCl+(3THF), and MgCl2(2THF) are 4-fold coordinated.
On the other hand, the Mg2Cl3

+(4THF) dimer and
Mg3Cl5

+(6THF) trimer prefer 5-fold and 6-fold coordination,
respectively. These results are consistent with the earlier
theoretical study by Wan and Prendergast269 and a XANES
spectroscopy study by Nakayama et al.270 When computing the
reaction energies (ΔED−H) of MACCs in THF, Canepa et al.271

employed the Debye−Hückel correction to the reaction energy
obtained from DFT calculations at infinite dilution (ΔE).
Polymer electrolytes are yet another class of alternatives to

organic solvents, with improved mechanical stability, moisture
resistance, electrochemical windows, and thermal stability.272

Many computational studies have focused on poly(ethylene
oxide) (PEO) and related polymers blended with Li salts, but
the performance of such electrolytes are generally limited by
poor low-temperature conductivity due to the unfulfilled
requirement of segmental chain motion for ion transport.273

Johansson et al.274 modeled an amorphous Li salt−PEO
polymer electrolyte by considering Li ion-n-glyme [CH3O-
(CH2CH2O)nCH3, n = 4−6] complexes and revealed 23
different stable complexes with Li-coordination numbers of 4 to
6. Further development of a solid-state composite polymer
electrolyte based on PEO as a matrix, LiClO4 as the salt, and
inorganic hybrid poly(cyclotriphosphazene-co-4,40-sulfonyldi-
phenol) (PZS) microspheres as filters leads to enhanced Li
conductivity. Balbuena et al.275 performed both ab initio and
classical MD simulations and proposed a higher Li diffusion
coefficient in PZS than in PEO electrolyte membranes.
Subsequently, Maitra and Heuer276 showed that fast cation
hopping between different chains is crucial for the transport of
ions in polymer electrolytes. Seo et al.277 used kinetic Monte
Carlo and hybrid lattice Monte Carlo simulations to study the
cationic diffusion in homopolymer and block copolymer systems
and found an increased diffusivity of ions in block copolymers
with increasing molecular weight, which is in agreement with
experimental findings.278 However, simulations of polymer
architectures face unique challenges such as the lack of
methodologies to study the interplay between morphology
and its control over ionic transport.279,280 In particular, the
development of methods to study dynamics of ions while
accounting for dielectric inhomogeneities281−284 could pave the
way for future development of polymer electrolytes with
improved ionic diffusion, stability, and flexibility.

4.2.2. Solid Electrolytes. Although solid electrolytes have
been known since the 1970s,285,286 they have enjoyed a
resurgence of interest during the past decade with an increased
emphasis on thermal safety as alkali-ion batteries move beyond
consumer electronics to automotive and grid energy storage
applications. In this section, we review computational studies of
solid electrolytes belonging to three broad chemical groups,
namely oxides, sulfides, and others. Figure 32 shows the crystal
structures of selected superionic conductors from each group.

1. Oxides, which include the well-known natrium superionic
conductors (NASICONs), Na1+xZr2SixP3−xO12,

285,286

lithium super ionic conductor (LISICON) type Li14Zn-
(GeO4)4,

287 perovskite-type LixLa2/3−xTiO3 (LLTO),
288

and Li garnets with composition LixLn3M2O12 (x = 5−7,
M = Te, W, Zr; Ln = lanthanides).230,231,289

2. Sulfides, which include the Li2S−P2S5 glass/glass-
ceramics,290,291 thio-LISICON LGPS family with chem-
ical formula Li4−xM1−xPxS4 (0 < x < 1; M = Si, Ge, Sn),14

argyrodites with formula Li6PS5X (X = Cl, Br, I),292

Na3PS4,
16 and its analogues.

Figure 32.Crystal structures of lithium superionic conductors. (a) Garnet Li7La3Zr2O12, (b) NASICON-like Li1.3Al0.3Ti1.7(PO4)3, (c) thio-LISICON
Li10GeP2S12, and (d) antiperovskite Li3OCl. Color code: lithium, green; partial Li occupancy, mixed green-white; Li vacancy, white circles; oxygen,
red; sulfur, yellow; chlorine, orange. Color scheme for polyhedral moieties: LaOn, cyan; ZrO6, bottle green; PS4, violet; GeS4, blue.
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3. Others such as nitrides (e.g., Li3N
293−295), oxynitrides

(e.g., lithium phosphorus oxynitride or LiPON296,297),
and oxyhalides such as the antiperovskite Li3OX (X = Cl,
Br).298

4.2.2.1. Oxides. The lithium-stuffed garnets based on
Li7La3Zr2O12 (LLZO) are among the most well-studied solid
electrolytes due to their relatively high ionic conductivities
(typically 0.1 mS/cm or higher) and their stability against Li
metal. The cubic-type LLZO230,299 exhibits Li ionic conductivity
on the order of 10−4 S cm−1 (at room temperature), which drops
to a significantly lower value of 10−6 S cm−1 for the low-
temperature tetragonal phase.300,301 Jalem et al.302 investigated
the ion dynamics and Li occupancy of LLZO using AIMD
simulations. They showed that the high Li conductivity in LLZO
can be attributed to a concerted migration mechanism over a
three-dimensional network of face-sharing tetrahedral and
octahedral interstitial sites that are partially filled.302 Similar
conclusions were drawn using NEB calculations303 for LLZO
and for other superionic conductors.
The ionic conductivity of the garnets has been shown both

experimentally and computationally to be highly sensitive to
doping. As the lithium composition increases from x = 3 to x = 7
in the LixLn3M2O12 garnet (Ln = La, Rb; M = Zr, Ta), lithium
ions begin to occupy the higher energy octahedral sites. This
occurs because the number of tetrahedral sites are limited and
partial occupancy of octahedral sites allows for a reduction of
electrostatic repulsion between Li ions.304 The net effect is to
reduce the energy difference between the tetrahedral and
octahedral sites, resulting in a lower migration barrier and a
higher Li conductivity.305,306 With AIMD simulations, Miara et
al.306 showed that Ta5+ doping of LLZO substantially reduces
the activation barrier and increases the conductvity of LLZO,
with a maximum conductivity at Li6.75La3Zr1.75Ta0.25O12, while
small amounts of Rb doping initially lowers the activation barrier
but then causes a rapid decrease in conductivity at higher

concentrations. The effect of dopants on conductivity is
attributed to changes in lithium concentration and hence the
number of mobile carriers in the solid electrolyte.307,308 Using
DFT and variable cell shape MD simulations, Bernstein et al.309

demonstrated the effect of supervalent ion (Al3+) doping into
the LLZO system. Upon Al incorporation, charge compensation
is achieved through the creation of vacancies on the Li sublattice,
resulting in an increase in the overall entropy, which in turn
reduces the free energy gain from ordering and stabilizes the
cubic phase. It was estimated that the high conductivity cubic
phase can be achieved at a critical Al concentration of x = 0.2 in
Li7−2xAlx La3Zr2O12, which is consistent with experiment.309

Despite the fact that aliovalent doping leads to charge-
compensating Li vacancies and serves as one strategy for
optimizing ionic conductivities,309 it is still unclear to what
degree the vacancy-compensation model is valid. Squires et
al.310 addressed this question by performing hybrid DFT
calculations to understand defect chemistry in LLZO. The self-
consistent defect concentration as a function of component
chemical potentials reflects the influence of synthesis conditions
and dopant concentrations on the defect chemistry, which
includes O vacancies, Li interstitials, and cation antisite defects
in addition to Li vacancies. For example, under reducing
conditions, O vacancies prevail and act as electron traps. Li/Zr
antisite defects act as the dominant compensating defect under
Li-rich/Zr-poor conditions. Thus, supervalent doping does not
always produce charge compensating Li vacancies. This study
showed that first-principles defect calculations in combination
with a grand-canonical thermodynamic model can be invaluable
to understand the defect chemistry and doping response and to
suggest rational synthetic schemes for optimizing the properties
solid electrolytes.
Grain boundaries (GBs) and secondary phases can be a

significant source of high impedance in many oxide solid
electrolytes, resulting in much lower total conductivities in

Figure 33. (a) Li-ions trajectory from AIMD simulations showing Li+ diffusion pathways along ab plane in addition to the c channel. Reproduced with
permission from ref 318. Copyright 2013 American Chemical Society. (b) Li diffusion characteristics after isovalent cation (Si4+ and Sn4+)
substitutions in LGPS structure. Reproduced with permission from ref 319. Copyright 2013 Royal Society of Chemistry. (c) Mapping of the S (anion)
sublattice in crystal structure of LGPS to a bcc framework. (d) Li-ion migration path and calculated migration barrier in bcc type sulfur sublattice
arrangement in LGPS. LiS4 tetrahedra are colored as green. Reproduced with permission from ref 320. Copyright 2017 Nature Publishing Group.
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polycrystalline materials relative to the bulk single crystal.311−313

Despite the fact that the high bulk ionic conductivity in
NASICONs have been known since the 1970s,285,286 the
presence of ZrO2 or Na3PO4 at the GBs leads to much lower
total ionic conductivity. Using NEB and AIMD simulations,
Samiee et al.314 studied the effects of aliovalent doping on both
the bulk and GB conductivity of NASICON Na3Zr2Si2PO12.
Interestingly, it was found that Mg2+ and Ni2+ have relatively low
solubility in the NASICON structure and segregate to the
secondary Na3PO4 phase, where they have much higher
solubility. The doping of Na3PO4 significantly improves the
GB conductivity, consequently increasing the total ionic
conductivity to above 2 mS/cm.
4.2.2.2. Sulfides. Compared to the oxides, far more

computational studies have focused on the sulfide solid
electrolyte materials. The reasons are three-fold. First, the
ionic conductivity of the sulfides tend to be higher than the
oxides, which means that sufficient diffusion statistics can be
accessed within reasonable AIMD simulation time
frames.315−317 Second, sulfides tend to have much lower
intrinsic electrochemical and chemical stability compared to
oxides, which has stimulated much computational effort into
understanding the interfacial reaction products and their effects
on battery performance. Finally, the recent explosion in the
number of newly discovered crystalline sulfide superionic
conductors in both Li-ion and Na-ion chemistries have given
rise to many computationally driven discovery and optimization
efforts.
Among the most promising SEs to emerge in recent years is

the Li10GeP2S12 (LGPS) family of superionic conductors with
ionic conductivities exceeding 10 mS/cm.14,321−323 Shortly after
its reported discovery by Kamaya et al.,14 two major computa-
tional works by Mo, Ong, and Ceder318,319 provided much
needed insights into the diffusion mechanisms and electro-
chemical stability of the LGPS superionic conductor as well as

potential avenues for further optimization. Contrary to initial
beliefs that it is a 1D conductor that is stable across a >5 V
window, AIMD simulations, and Li grand potential phase
diagrams demonstrated that it is in fact an anisotropic 3D
conductor (see Figure 33a) that is intrinsically unstable at
typical anode and cathode voltages, i.e.,∼0 V and above 2.5 V vs
Li/Li+ (see Figure 34a), respectively.318 These computational
findings were subsequently verified using neutron diffraction
experiments.324 Further, it was demonstrated by Ong et al.319

that the Si/Sn analogues are likely to retain the same high ionic
conductivity as LGPS itself (Figure 33b) but with far lower cost.
However, the oxide analogues of LGPS are unlikely to be stable
and are predicted by AIMD to have far lower ionic
conductivities. These predictions were subsequently confirmed
experimentally with the successful synthesis of Li10SnP2S12,

321

Li10SiP2S12,
322 and Li11AlP2S12.

323 Na10SnP2S12 has also been
computationally predicted and synthesized, though with
somewhat lower ionic conductivity than the Li compounds.325

The high conductivity of the LGPS family, as well as Li7P3S11
glass-ceramic,326 has been attributed to their body-centered
cubic-like anion framework, which allows direct Li hops between
adjacent tetrahedral sites with low activation barrier (see Figure
33c,d).320 Using this design principle, Richards et al.327

identified a new lithium superionic conductor Li1+2xZn1−xPS4
(x = 0−0.75) with room temperature Li+-conductivity predicted
to be >10 mS cm−1, which has been verified experimentally.328

Another class of highly promising Li SEs are the argyrodites
with formula Li6PS5X (X = Cl, Br, I). A particularly interesting
aspect of the argyrodites is the diffusion topology, which
comprises of interconnected Li6S cages. Hopping within the
cages, while effectively barrierless, does not contribute to long-
range Li conduction. However, AIMD simulations have shown
that anion site disorder with excess Li increases the occupancy of
Li in the connecting sites, leading to several orders of magnitude
increase in ionic conductivity.316

Figure 34. (a) Equilibrium composition of selective solid electrolytes at 0 and 5 V vs Li/Li+. The dashed lines dictate the potential at which the
compound is fully delithiated. Orange and green colored shaded bar represents the intrinsic electrochemical stability window for respective solid
electrolyte. Reproduced with permission from ref 360. Copyright 2018 Elsevier. (b) Evolution of the S−O radial distribution function at the cathode/
SE (NaCoO2/Na3PS4) interfaces with respect to AIMD simulation time. The references labeled with an asterisk correspond to the products at
Na0.5CoO2/Na3PS4 (charged) interface. Heat maps at the middle and bottom are for NaCoO2/Na3PS4 and Na0.5CoO2/Na3PS4 interfaces,
respectively. Reproduced with permission from ref 149. Copyright 2016 American Chemical Society.
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For Na-ion chemistry, it is interesting to note that the Na
sulfide superionic conductors that have been discovered thus far
typically have different crystal structures and diffusion top-
ologies from the lithium sulfide superionic conductors. By far the
two most promising classes of Na sulfide superionic conductors
belong to the Na3PnX4 family (Pn = P, Sb, As; X = S,
Se).16,329−333 Similar to LGPS, AIMD simulations have
provided critical insights into the diffusion mechanisms in this
class of superionic conductors.325,334 For example, it was
computationally established that stoichiometric Na3PS4,
whether in the tetragonal or cubic polymorph, has relatively
poor ionic conductivity, and it is only with the introduction of
Na defects such as interstitials or vacancies that conductivities
above 0.1 mS/cm are achieved.335 The formation of such defects
can be facilitated with the introduction of aliovalent cation (e.g.,
P5+ for Si4+ or Sn4+)335 or anion (e.g., S2− for Cl−)330,336 doping,
with conductivities above 1 mS/cm predicted by AIMD and
confirmed experimentally.330,337 Interestingly, Cl-dopedNa3PS4
(NPSC) produces NaCl as a reaction byproduct at the interface,
which helps to mitigate the further decomposition of Na3PS4,
hence improving the electrochemical stability and cycling.
Cation-substituted Na3PxAs1−xS4

338 and Na3SbS4
339,340 have

also been shown to result in significant improvement in the
aqueous stability, although the toxicity of As is a major concern,
while anion-substituted Na3PSe4

329,341 and Na3SbSe4
342 exhibit

higher ionic conductivities, albeit at a substantial reduction in
stability and increase in cost.
Recently, several works343−346 reported the discovery of the

Na11Sn2PnX12 (Pn = P, Sb; X = S,Se) phase, having among the
highest sodium ionic conductivity (>1 mS/cm at room
temperature) to date for sulfide-based materials. Zhang et
al.343 proposed that the equi-energetic sodium sites lead to
quasi-isotropic diffusion, which is the origin of the high ionic
conductivity. On the other hand, Duchardt et al.344 proposed a
vacancy-controlled Na+ superionic conduction mechanism.
They argued that the Na11Sn2PS12 structure is analogous to
the Na3PS4 structure containing a vacantWyckoff position (8b),
and this vacant site facilitates the migration of sodium ions.344

Subsequently, Oh et al.347 carried out a comprehensive
investigation on the diffusion mechanism of Na11Sn2PS12
using extended AIMD simulations. This study demonstrated
that 8b sites do not participate in diffusion unless they are
occupied by sodium. Interestingly, aliovalent substitution to
create sodium vacancies or interstitials was found to have a
negligible effect on the ionic conductivity. On the other hand,
isolvalent substitution to create an expanded lattice, and hence,
wider diffusion channels, lead to enhanced ionic conductivity.
Analyses of the site occupancies indicated that Na11Sn2PS12
exhibits nearly isotropic Na diffusion, where all Na sites along
with well distributed sodium vacancies actively participate in
overall conductivity.
For multivalent Mg2+ chemistry, chalcogenide spinels,

MgM2X2 (M = Sc, In; X = S, Se), have been proposed as
potential solid electrolytes, although they suffer from self-
discharge due to considerable electronic conductivity. Using
first-principles calculations, Canepa et al.348 evaluated the defect
formation energies as a function of synthesis conditions,
revealing Mg-vacancies and Mg-M antisites (M = Sc or In) as
the dominant point defects. It was also found that the anion-
excess conditions and slow cooling can lead to low electronic
conductivity. As a proof of concept, the introduction of
aliovalent dopants, such as Ce and Ti on Sc, were shown to
mitigate the electronic conductivity observed in MgSc2Se4.

These examples highlight the importance of defects in the field
of solid electrolytes.

4.2.2.3. Solid−Solid Interfacial Stability. As the electrolyte is
subject to both high and low extrema in alkali chemical potential,
a substantial body of computational work has been devoted to
analyzing the interfacial reactivity between solid electrolytes and
electrodes. Indeed, several high-throughput (HT) computa-
tional studies have been performed on various chemis-
tries.149,349−354 These studies relied on thermodynamic
equilibrium criteria, assuming either a sufficiently high alkali
mobility such that the cathode and anode could be treated as
alkali sinks and sources, respectively,318 or full interspecies
exchange.349 The general conclusion from these HT studies is
that sulfides have a much narrower window of electrochemical
and chemical stability compared to oxides, and that few, if any,
superionic conductors are inherently stable against alkali metal
anodes. The thermodynamic approximations have proven to be
remarkably effective, and reaction products predicted using
these approaches (see Figure 34a) have been verified
experimentally.326,353,355−357 High-throughput studies have
provided invaluable insights into the chemical origins of
electrolyte−electrode instability. For instance, the high
reactivity between transition metal oxide cathodes (e.g.,
NaCoO2) and the thiophosphate based superionic conductors
(e.g., Na3PS4) can be attributed to the highly exothermic
exchange reaction to form phosphate groups.353 Such high
reaction energies can be mitigated with the suitable choice of
cathode (e.g., polyanion cathodes) and/or buffer layer (e.g.,
Al2O3).

149,354

Nevertheless, it should be noted that kinetics do play a
substantial role in determining the products formed at the
interface. A recent study by Tang et al.149 using AIMD
simulations of explicit interfacial models of NaCoO2/Na3PS4
interface found that the reaction products comprises SO4

2−

compounds and Na3P, without any evidence for PO4
3−

formation, in disagreement with the predictions from
thermodynamic approximations (see Figure 34b). A fundamen-
tal limitation is that such AIMD simulations can only be
performed on relatively short time scales (O(10 ps)). It should
also be noted that there have been earlier studies358 attempting
to use DFT computations to investigate the explicit structure,
electronic states, and transport at the LiCoO2 cathode/β-Li3PS4
solid electrolyte interface. However, these studies relied on 0K
DFT relaxations (as opposed to finite-temperature MD
simulations) of a coherent interface. It is unclear whether the
conclusions drawn from such a simulation model and approach
are valid at real-world interfaces. For instance, one would expect
substantial reactivity between LiCoO2 and β-Li3PS4 from purely
thermodynamic considerations alone.350,353

An interesting question is whether the formation of
electrochemical double layers at the interface of a solid-state
Li ion battery plays a crucial role. Stegmaier et al.359 modeled a
Li3OCl−cathode interface by treating the cathode as a metallic
intercalation material using a polarizable continuummodel with
dielectric constant of 1000. Using DFT-computed formation
energies of the charge carriers in Li3OCl, it was found that Li+

vacancies are dominant at the cathode. In addition, the repulsive
or attractive interaction between defects was found to be very
short-ranged (on the order of a lattice constant). This is due to
the fact that the structural relaxations around Li+ defects in
Li3OCl are local, resulting in strong screening. Such short-range
repulsive interactions of the vacancies at the interface helps to
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build large vacancy concentrations in a single layer at the SE/
cathode interface, forming a compact double layer.359

4.2.2.4. Other Chemistries. Compared to the oxides and
sulfides, other chemistries, such as the nitrides, oxynitrides, and
oxyhalides, offer varying trade-offs between ionic conductivity
and electrochemical/chemical stability. Al-Qawasmeh and
Holzwarth361 investigated two lithium oxonitridophosphates:
Li14P2O3N6 and Li7PN4. Both SEs were found to relatively stable
against Li metal anode with significantly less exothermic reaction
energies with Li compared to Li3PO4.

362 These findings are in
agreement with experimental observations.363

A number of computational studies364−366 have also been
carried out on the antiperovskites Li3OX (X = Cl, Br), a new
class of superionic conductors first proposed by Zhao and
Daemen.298 For example, Deng et al.364 using NEB calculations
demonstrated that a combination of Cl-rich diffusion channel
associated with Br-rich hopping end points leads to low vacancy
migration barriers in mixed halide antiperovskite, Li3OCl1−xBrx.
By combining NEB calculations with a bond percolation model,
they identified an optimal composition of Li3OCl0.75Br0.25 to
maximize Li conductivity (see Figure 35a), which is further
confirmed using AIMD simulations. More recently, it has been
shown that the presence of H in Li-halide hydroxides (Li2OHX)
results in significantly higher Li+ conductivity due to a
mechanism that involves OH− group rotations creating Frenkel
defects.367

Using KMC simulations, Yao et al.368 calculated the room-
temperature lithium ion conductivities for the highly promising
iodide-mixed LiBH4 superionic conductor. Simulation results
suggest that a lower I concentration (Li(BH4)0.75I0.25) facilitates
the formation of more defects, leading to a higher lithium ion
conductivity of 5.7 × 10−3 S/cm, which is 2 orders of magnitude
higher than Li(BH4)0.5I0.5 (see Figure 35b). Cation/anion
substituents were proposed as a means to stabilize LiBH4-based
lithium ion conductors with among the highest Li+-ion
conduction in LiBH4 systems.
While AIMD is becoming increasingly accessible with

algorithmic, software, and computing power advancements,
the poor scaling of ab initio methods still limits its application to
relatively small model systems and short time simulations. On
the other hand, linear-scaling classical potentials such as the
embedded atom method (EAM) have substantial compromises
in terms of transferability and accuracy. As discussed in section
3.3.3, machine learning interatomic potentials (ML-IAPs)
trained on DFT computations have emerged in recent years as
a fascinating alternative that offers near-DFT accuracy with

linear scaling. Such ML-IAPs have been applied to the study of
solid electrolyte materials. For example, Li et al.369 trained a
neural network potential (NNP) for Li3PO4, the major
component for amorphous thin-film solid electrolyte LIPON.
Trained on DFT total energies for various atomic config-
urations, the NNP shows good predictive capabilities for critical
quantities related to Li vacancy formation energies and
migration barriers and is able to reproduce diffusivities matching
AIMD simulations for crystalline Li3PO4. The NNP was
subsequently employed in large-scale simulations of Li diffusion
in amorphous Li3PO4, and the obtained activation energy of 0.55
eV matches experimental measurements ∼0.57 eV. Deng et
al.142 also trained a linear potential combining the spectral
neighbor analysis potential (SNAP) formalism141 with electro-
static interactions for one of the earliest discovered Li superionic
conductors, Li3N. The electrostatic SNAP (eSNAP) shows good
predictive power on quantities benchmarked fromDFT but only
uses a fraction of data required to train NNPs. Large-scale MD
simulations were performed on bulk Li3N to calculate the Haven
ratio, a quantity generally not accessible by AIMD simulations.
The values obtained agree with NMR measurements along
different crystallography orientations, and another large-scale
simulation revealed faster Li ionic kinetics within the twist grain
boundary of Li3N compared to the bulk.

5. PERSPECTIVES

The aim of this review has been to describe the theory (section
2) and computational approaches (section 3) that connect the
electronic structure and dynamical properties of the compo-
nents of rechargeable batteries to their electrochemical proper-
ties at the macroscopic level. The behavior of a rechargeable
battery at the engineering level can be described and modeled
with powerful phenomenological theories that are rooted in the
laws of thermodynamics and based on elementary principles of
kinetics. The voltage of a battery and the phase stability of the
materials that make up the battery, for example, can be
understood and predicted with knowledge of the free energies
of the participating phases (section 2.1). Furthermore, the rates
with which a battery can be charged and discharged depend on
kinetic properties at a phenomenological level that is encoded in
different measures of ion mobility and in the parameters of
response functions describing nonequilibrium electrochemical
processes at electrode/electrolyte interfaces (section 2.2). There
are also well-established phenomenological theories that
describe the evolution of phase transformations within an

Figure 35. (a) Probability of open bonds, p(open bonds), in antiperovskite Li3OCl1−xBrx system at various Br− concentrations. Each curve
corresponds to specific barrier cutoff and Ne

Br denotes the number of Br− surrounding Li at terminal points. Black dashed line indicates the bond
percolation threshold. (b) Computed Li+-ion conductivities of Li(BH4)0.75I0.25, Li(BH4)0.5I0.5, and Li0.75K0.25BH4 as a function of temperature (attempt
frequency = 1013). Reproduced with permission from ref 368. Copyright 2018 American Physical Society.

Chemical Reviews pubs.acs.org/CR Review

https://dx.doi.org/10.1021/acs.chemrev.9b00601
Chem. Rev. XXXX, XXX, XXX−XXX

AG

https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig35&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig35&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig35&ref=pdf
https://pubs.acs.org/doi/10.1021/acs.chemrev.9b00601?fig=fig35&ref=pdf
pubs.acs.org/CR?ref=pdf
https://dx.doi.org/10.1021/acs.chemrev.9b00601?ref=pdf


electrode as the concentration of the shuttled ion is varied
(section 2.3). While remarkably simple and at the same time
powerful, phenomenological theories require experimental
measurements to establish thematerials specific thermodynamic
potentials and kinetic coefficients that they rely on. An
alternative to an experimental approach is to instead calculate
thermodynamic and kinetic quantities from first principles.
While first-principles electronic structure methods are now
reasonably mature and reliable (section 3.1.1), the electro-
chemical processes of rechargeable batteries are in general
thermally activated, making temperature and entropy crucial
variables that need to be accounted for. Hence, any first-
principles approach that connects to phenomenological models
of batteries must rely on statistical mechanics (section 3.2.1).
In this review, we have described rigorous approaches to

calculate equilibrium thermodynamic properties and ionic
transport coefficients from first principles. As is evident from a
survey of the literature summarized in sections 4.1 and 4.2, these
computational approaches have proven to be an invaluable
complement to a wide array of experimental probes in providing
fundamental insights about the behavior of battery materials.
The list of properties that can be calculated from first-principles
with rigor, however, is unfortunately still limited. There are
many phenomena where the link between electronic structure
and the parameters of macroscopic response functions remain
poorly understood. In some instances, the accurate and validated
phenomenological response functions themselves are still
lacking.
We identify the following areas where future research would

enable significant advances in our ability to model and design
new battery chemistries and concepts:

• The development of statistical mechanics methods to
predict ingredients for phase field models of topotactic
phase transformations, including gradient energy coef-
ficients and ionic mobilities in regions where phases are
thermodynamically unstable and susceptible to spinodal
decomposition.

• Mesoscale models that describe the chemomechanical
coupling that drive stacking sequence change phase
transformations in layered intercalation compounds. A
large fraction of commercial and candidate electrode
materials have a layered crystal structure that undergo
changes in the stacking sequence between their two-
dimensional building blocks as the concentration of the
intercalating guest ions is varied. There are currently no
rigorous phenomenological models that couple the
chemical driving forces due to composition changes and
the mechanical interactions that accompany local
transitions in stacking sequences.

• It is increasingly recognized that particle fracture plays an
important role in degradation processes of rechargeable
batteries. A key challenge in battery applications is that the
mechanical properties, in particular the fracture tough-
ness, is very sensitive to environmental conditions, which
continuously change with a change in the voltage as the
battery is cycled.370

• Perhaps least well understood are the complex atomic and
electronic processes that occur at the electrode−electro-
lyte interfaces of rechargeable batteries. More in situ
experiments and multiscale modeling with electronic and
atomic-level resolution is necessary to characterize the
structure of the interface and to determine kinetic

processes that occur there during battery charging and
discharging. The insights of such studies then need to be
distilled into interface response functions similar to that of
a Butler−Volmer equation. However, a link needs to be
established between quantities and properties that can be
calculated at the atomistic level and the phenomeno-
logical coefficients that appear in such a response
function.

• A critical gap remains in our ability to simulate materials
with chemical accuracy at the meso-/microscales. This is
particularly relevant to the understanding of chemical
reactions and transport at the electrode−electrolyte
interfaces as well as within the electrodes and electrolytes
themselves (e.g., grain boundaries/secondary phases).
While recent developments in machine learning intera-
tomic potentials show promise in relatively simple
chemistries, methodological developments that enable
universal application to complex chemistries and bonding
types, especially electron transfer, are sorely needed.
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