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Metal-insulator transition in V2O3 with intrinsic defects
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Vanadium sesquioxide (V2O3) is a Mott insulator exhibiting a temperature-dependent metal-insulator tran-
sition (MIT) at 165 K accompanied by both a magnetic and structural transition. Although it is expected to
be a metal under conventional band theory, electron interactions at low temperature cause it to behave like
an insulator, making it difficult to accurately model its electronic properties with standard ab initio methods.
As such, accurate theoretical assessments of the MIT with point defects requires special attention to the type
of functionals used. In this study, we conclude that the PBE+U functional provides the best compromise
between accuracy and efficiency in calculating the properties related to the MIT between low-temperature and
high-temperature V2O3. We use this functional to explore the various influences that intrinsic point defects will
have on the MIT in V2O3.
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I. INTRODUCTION

Neuromorphic computers, which aim to mimic the com-
putational functionality found in biological brains, have the
potential to be far more efficient than traditional von Neumann
architectures in a variety of tasks, including data processing
and cognition. One potential implementation of a neuromor-
phic computer can be achieved using a sequence of neuristors
that can process electric signals in response to time-dependent
excitations. This signal must exceed a threshold and maintain
its excited state for a period of time in a behavior referred to as
“leaky, integrate, and fire” to emulate the short-term memory
needed to sum inputs.

Quantum materials that undergo a metal-insulator transi-
tion (MIT) are ideal for such devices as they exhibit a sudden
collapse of insulating behavior under an external stimuli, and
they can gradually recover their insulating state over time
in the absence of the stimuli. This behavior is known as
volatile resistive switching. Vanadium oxides such as V2O3

and VO2 are known to exhibit this functionality [1] and are
considered model materials for studying such properties due
to their chemical simplicity. Below a critical temperature (Tc)
of 165 K, V2O3 is an antiferromagnetic insulator (AFI) with
monoclinic space group I2/a and a band gap (Eg) of 0.6 eV
[2]. Above Tc, it is a paramagnetic metal (PM) adopting the
corundum structure with trigonal space group R3̄c.

*ongsp@eng.ucsd.edu

Varying the temperature of a material to achieve a MIT can
consume a lot of energy when scaled to an actual computing
device. From an engineering standpoint, it is desirable to
reduce this energy consumption as much as possible, either
by decreasing the energy barrier (temperature) required to
trigger the MIT or by avoiding a temperature-induced MIT
altogether. Previous experiments [3,4] and density functional
theory (DFT) calculations [5] have shown that V2O3 may be
more suitable for such applications than VO2 due to its lower
energy barrier for MIT, resulting in a faster switching speed.
Further, introducing defects is a pathway to modulate the MIT
behavior of V2O3.

While many defect studies in V2O3 have been focused on
transition-metal doping, most notably for Cr and Ti doping
[5–7], intrinsic defects have garnered less attention. One such
study was done by Ramirez et al. [8], who demonstrated that
while the resistance change is more or less stable, the transi-
tion temperature does go down substantially with the dose of
defect-induced ion bombardment. However, they observed a
sudden and complete breakdown in MIT and structural phase
transition (SPT) at a concentration of 2×1014 ions. Wickra-
maratne et al. [9] used DFT to study Frenkel defects in V2O3

to explain the origins of these effects. They demonstrated
that the V-Frenkel defect reduced the spin-flip energy by a
factor of 3, thus reducing the energy barrier for the Slater
AFI to PM transition. Ueda et al. [10] explored the effect
of nonstoichiometry in V2O3+x and compared it to Ti-doped
V2O3 and pressurized V2O3. They showed that nonstoichiom-
etry reduces the transition temperature of the AFI phase as x
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increases up to 0.03, beyond which the AFI phase breaks
down to an antiferromagnetic metallic phase. Similarly, Bao
et al. [11] used neutron diffraction to find this phase for
V2−yO3 with a Néel temperature (TN ) of 9 K. More recently it
has been experimentally shown that V2O3 exhibits nonthermal
switching when defects are introduced [12]. This is achieved
via the Poole-Frenkel effect whereby trapped carriers occu-
pying in-gap states can hop into the conduction band whose
energy barrier has been reduced by an external potential.

DFT methods have been used to study the MIT in vana-
dium oxides. Due to their Mott-insulating nature [13–15],
a Hubbard U correction, typically fitted to reproduce the
experimental band gaps, needs to be applied for semilocal
functionals such as the Perdew-Berke-Ernzerhof (PBE) gen-
eralized gradient approximation (GGA) [16] to account for
the repulsion arising from electron correlation. Alternatively,
hybrid functionals that include a fraction of exact exchange
have also been found to successfully predict an insulating state
for low-temperature (LT) V2O3 and VO2 [17,18]. However,
the Heyd-Scuseria-Ernzerhof (HSE) functional in particular
has also been shown to incorrectly predict an insulating
high-temperature (HT) and magnetically ordered LT phase
for VO2 [19]. Stahl and Bredow [20] had recent success
using the meta-GGA strongly constrained and appropriately
normed (SCAN) functional to simultaneously predict four key
properties—a band gap in the LT nonmagnetic phase, a metal-
lic state for the HT phase, and the correct energy difference
between the HT and LT phases in VO2.

In this work, we perform a comprehensive evaluation of
different DFT functionals—PBE and SCAN, with and without
Hubbard U , as well as HSE—in reproducing the key energetic
and electronic structure properties of LT and HT V2O3. This
will be followed by an in-depth investigation of defects in the
LT and HT phases of V2O3 and how they introduce carrier
traps and influence the band gap of the LT phase, which can
yield potential insights into the origins of nonthermal MIT in
V2O3.

II. METHODS

A. DFT calculations

All DFT [22] calculations were performed using the Vi-
enna Ab initio Simulation Package (VASP) [21] within the
projector augmented wave (PAW) [23] approach. The plane-
wave cutoff energy was 400 eV [17], and the energies and
atomic forces were converged to within 10−4 eV and 0.02
eVÅ−1, respectively. Gaussian and Methfessel-Paxton [24]
smearing were used for the insulating LT and metallic HT
phases, respectively. �-centered k-point densities per unit re-
ciprocal length of 30 and 85 Å−1 were used for the relaxation
of supercells and for density of states (DOS) calculations,
respectively. The exchange-correlation functionals tested in
this work are PBE, PBE+U , SCAN, SCAN+U , and HSE.
The U parameter was set at 2.68 and 1.35 eV for PBE+U
and SCAN+U , respectively, which were found to repro-
duce the experimental band gap of LT V2O3, i.e., 0.6 eV
[see Fig. S1(a) in the Supplemental Material [25]] [2,26,27].

All analysis and input generation was performed with the
Python Materials Genomics (pymatgen) library [28].

B. Initial structures and magnetic configurations

As with previous experimental and computational works
[29,30], we found that the most stable antiferromagnetic con-
figuration of LT V2O3 has V atoms ferromagnetically aligned
on the (010) planes with each consecutive plane being oppo-
sitely aligned along the [010] direction, as shown in Fig. 1(a).

The HT phase is known to be paramagnetic. In this work,
we investigated both ferromagnetic and nonmagnetic initial-
izations as it was found that an antiferromagnetic initialization
causes the HT corundum phase to automatically relax to the
LT monoclinic phase.

C. Intrinsic defects

In this work, we focus on vacancies and interstitials. Us-
ing the Kröger-Vink notation, vacancies and interstitials are
indicated by vA and Ai, respectively, where A is the species of
the defect. Note that a lower case v is used to denote vacan-
cies to distinguish from the symbol for vanadium. Negative
and positive charges are indicated by ′ and • superscripts,
respectively. V and O interstitial sites were found using the
Interstitialcy Finding Tool (InFiT) [31]. The algorithm found
four symmetrically distinct interstitial sites in the LT phase
and one symmetrically distinct site in the HT phase.

We investigated both charged and neutral defects using the
method described by Broberg et al. [32]. A nominal oxidation
state of −2 was assumed for the oxygen anion, and charges
ranging from 0 to −2 (0 to +2) for Oi (vO) were introduced by
adding (subtracting) an integer number of electrons. The same
method, mutatis mutandis, was applied for charged defects
involving Vi and vV assuming an oxidation state of +3 for the
vanadium cation. Charged defects were investigated only for
the insulating LT phase.

All defect calculations were performed using 2×2×2 (160
atoms) and 2×2×1 (120 atoms) supercells of the conven-
tional unit cells for the LT and HT phases, respectively.
We have confirmed that this supercell size is sufficient to
minimize any interactions between periodic boundary im-
ages and their consequent effect on Eg and the band edges
[see Fig. S2].

D. Thermodynamic analysis

The defect formation energy is calculated with the follow-
ing equation:

Eform[X q] = Etot[X
q] − Etot[bulk]

−
∑

ni[Ei + �μi(T, P0)] + qεF + Eq
corr, (1)

where Etot[X q] and Etot[bulk] are the total DFT energies of the
supercell with and without the defect X , respectively. ni is the
number of species i added (ni > 0) or removed (ni < 0) from
the supercell. �μi(T, P) is the chemical potential for species
i relative to the energy per atom of species i. The chemical
potentials of Eq. (1) can be rewritten in terms of �μO only
by substituting μV for Eq. (S1). As such, all calculations
of Eform will be done with respect to �μO as a function of
temperature T and partial pressure P0. It should be noted that
an anion correction (EO

corr = −0.702 eV) is applied to �μO to
compensate for the overbinding of O2 under PBE and PBE+U
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FIG. 1. Conventional unit cells of (a) the LT monoclinic (I2/a) and (b) the HT corundum (R3̄c) phases of V2O3. The Wyckoff symbols and
spin directions (large red/blue spheres correspond to opposite spins) of each symmetrically distinct site are given on the right of each structure.

[33]. As such, the relative chemical potential of oxygen is in
reference to the DFT calculated energy of O2 per atom and the
following correction:

�μO(T, P0) = μO − 1
2 EO2 − EO

corr (2)

with the allowed range of �μO(T, P0) being

−4.35 eV = �GV2O3 < �μO(T, P0) < 0 eV, (3)

where �GV2O3 is the formation energy of V2O3 [see the Sup-
plemental Material [25] for more details with regard to the
chemical potential].

For charged defects, the fourth term, qεF , compensates for
the charge where εF is the Fermi level and ranges between the
valence-band maximum (VBM) and the conductance-band
minimum (CBM) in the DOS [see Fig. 4(a)]. Eq

corr is the
Freysoldt correction term for charged defects in a supercell
[34]. See the Supplemental Material [25] for a more detailed
discussion of these quantities.

From Eform, the thermodynamic transition level between
charged states q1 and q2, which determines the Fermi level
of carrier traps, is given as follows:

εF (q1, q2) = Eform[X q1 ] − Eform[X q2 ]

q2 − q1
. (4)

The MIT temperature Tc in the presence of a defect can be
calculated with the following equation [35]:

Tc = Tc,0
�H

�H0
, (5)

where Tc,0 = 165 K is the experimental MIT temperature of
stoichiometric V2O3, and �H0 and �H are the changes in
enthalpy during LT and HT phase transition for stoichiometric
and nonstoichiometric V2O3, respectively. Here, the enthalpy
(H) is approximated using the total relaxed DFT energy on
the assumption that the pV and T S terms are negligible.

III. RESULTS

A. Functional assessment of bulk properties

Figure 2 summarizes the ability of five functionals—PBE,
PBE+U , SCAN, SCAN+U , and HSE—to reproduce the cor-
rect band gap (a) and relative energetics (b) of LT and HT
V2O3. All functionals predict the HT phase to be metallic
(EHT

g = 0 eV). However, the PBE functional incorrectly pre-
dicts the LT phase to be metallic, while the SCAN and HSE

functionals lead to a severe underestimation and overesti-
mation of the band gap ELT

g , respectively. For the PBE+U
and SCAN+U functionals, the Hubbard U parameters were
calibrated to reproduce the experimental band gap of LT
V2O3, i.e., 0.6 eV exactly [see Fig. S1(a) in the Supplemental
Material [25]].

Table I provides an overview of the qualitative functional
performance in predicting the properties of LT and HT V2O3.
All functionals predict the LT phase to have an antiferromag-
netic ground state [see Table S1 in the Supplemental Material
[25]]. While all functionals also predict the AFI LT phase to be
more stable than the ferromagnetic metallic (FM) HT phase,
there are substantial differences in the energy difference of up
to 100 meV/f.u. between the HT and LT phase (�EHT-LT

V2O3
).

It is known experimentally that the energy difference between
HT and LT VO2, �EHT-LT

VO2
, is approximately 44 meV/f.u. [36].

Since T VO2
c > T V2O3

c (T VO2
c = 340 K), �EHT-LT

V2O3
< �EHT-LT

VO2
∼

44 meV/f.u. The PBE, PBE+U , and HSE functionals produce
values of �EHT-LT

V2O3
that satisfy this additional constraint as

(a) (b)

FIG. 2. Plots of the band gap of (a) the LT AFI phase of V2O3

and (b) the energy difference per formula unit relative to the HT
FM phase for the PBE, PBE+U , SCAN, SCAN+U , and HSE func-
tionals. The U parameters of 2.68 and 1.35 eV for PBE+U and
SCAN+U , respectively, were calibrated to reproduce the experi-
mental band gap of LT V2O3. The dashed black line indicates the
experimental band gap, and the blue shaded region indicates the
expected energy difference for V2O3.
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TABLE I. An overview of the ability of the five functionals in
reproducing the four key qualitative properties of V2O3: (i) The LT
phase is more stable than the HT phase (ELT < EHT); (ii) the LT
phase is insulating (i.e., ELT

g > 0 eV); (iii) the HT phase is metallic
(i.e., EHT

g = 0 eV); (iv) the LT phase is antiferromagnetic (AFM). ∗

indicates a caveat in fulfilling a criterion.

ELT < EHT ELT
g > 0 EHT

g = 0 LT is AFM

PBE � × � �
PBE+U � � � �
SCAN �∗ �∗ � �
SCAN+U �∗ � � �
HSE � �∗ � �

shown in the blue shaded region. The SCAN and SCAN+U
functionals overestimate �EHT-LT

V2O3
by a significant margin.

We also investigated the accuracy of each functional in
reproducing the experimental lattice parameters of the LT and
HT phases [37,38], as shown in Table S2 in the Supplemental
Material [25]. For the monoclinic LT phase, the calculated
lattice lengths are within 0.07 Å of the experimental values
for the PBE+U , SCAN, SCAN+U , and HSE functionals. The
PBE functional, however, leads to errors of >0.1 Å for the a
and b lattice parameters and 2◦ for β. For the HT phase in
the hexagonal setting, the PBE+U functional has the largest
deviation from the experimental lattice parameters with an
overestimation of 0.17 and 0.1 Å for a and c, respectively.
In both phases, the SCAN functional yielded lattice param-
eters that are closest to the experimental values with errors
of <0.03 Å for the lattice lengths. The space group of both
phases is preserved in all cases after structural relaxation.

Based on the above results, we have elected to use the
PBE+U functional with Ueff = 2.68 eV to study the MIT in
stoichiometric and nonstoichiometric V2O3. This functional
choice yields values of �EHT-LT and ELT

g consistent with
experimental observations, albeit at the expense of somewhat
larger errors in the lattice parameters. The subsequent results
in this work are based on this functional choice.

B. Charged defects in LT AFI V2O3

The calculated defect phase diagram in LT AFI V2O3 as
a function of oxygen chemical potential �μO (temperature)
and Fermi energy εF is given in Fig. 3. Under less reducing
conditions, vanadium vacancies vV are the most stable defects
(red regions). At the most oxidizing conditions of �μO >

−2.1 eV (T < 1754 K at standard atmospheric conditions),
vanadium-deficient V2O3 is predicted to be stable relative to
stoichiometric V2O3 (Eform < 0 eV). As conditions become
more reducing (blue regions), oxygen vacancies vO on the
4e site become the most stable defects. Previous annealing
experiments performed under ultrahigh-vacuum by Simic-
Milosevic et al. [27] found the formation of vO in bulk V2O3

between 600 and 700 K. While our computed temperatures
for the formation of vO are far above these temperatures, it
should be noted that these temperatures are only estimates
that neglect any entropic contributions from solid phases.
Nevertheless, our results are in qualitative agreement with
experiments where vO is predicted to form well above Tc.

FIG. 3. Stability map for charged and neutral defects in LT V2O3

as a function of εF and �μO. The legend at the top indicates the
colors representing defect types. The lighter red region indicates
where the formation of vanadium-deficient V2O3 is favorable rel-
ative to stoichiometric V2O3, i.e., Eform < 0 eV, while the solid
red region indicates Eform > 0 eV. Vertical dashed lines indicates a
transition between charged states in a defect. Two corresponding
temperature scales derived from the JANAF thermochemical tables
[39] are provided as the secondary y axis on the right [see the Sup-
plemental Material [25]]. The temperature scales are based on two
partial pressures of oxygen: p0 = 0.1 MPa, i.e., standard atmospheric
conditions, and p0 = 10−13 MPa, i.e., ultrahigh-vacuum conditions
(parentheses).

Finally, under the most reducing conditions (cyan regions),
vanadium interstitials Vi are the most stable. Given the lack
of any previous experimental evidence of vanadium intersti-
tial formation, the remainder of this work will be primarily
focused on vacancy defects.

The transition between different defect charge states can be
determined using Eq. (4). For example, the neutral vanadium
vacancy vV is predicted to be stable at εF of 5.44 eV, but the
negatively charged v′

V is predicted to be stable above 5.44 eV.
Similarly, the oxygen vacancy transitions from v•

O to vO at
εF ≈ VBM+CBM

2 .
Figure 4 shows the DOS of LT AFI V2O3 with vacancies

with the stoichiometric DOS as a reference [Fig. 4(a)] along
with the charge transition levels of vV and vO. All vacancy
defects lead to a decrease in the band gap relative to stoi-
chiometric V2O3. The vV defect lowers the CBM and VBM
by 0.23 and 0.11 eV, respectively, leading to a decrease in Eg

from 0.59 to 0.53 eV as shown in Fig. 4(b). In Fig. 4(c), v′
V

introduces additional spin-polarized states that slightly raise
the VBM level while lowering the CBM by 0.12 eV, leading
to a significant reduction in Eg to 0.45 eV. As εF increases,
the charge carrier is trapped at a localized in-gap state as it
transitions from vV to v′

V. The activation energy for the con-
ductivity of the trapped carrier (Ea) is about 73 meV relative
to the CBM of stoichiometric V2O3. The transition state exists
above the lowered CBM of vanadium vacancies allowing the
trapped carrier to immediately conduct.

In Fig. 4(d), the CBM and VBM remain relatively un-
changed when v•

O is introduced, leaving Eg for the most part
unchanged (0.56 eV). The most significant decrease in Eg

comes from the introduction of vO as shown in Fig. 4(e),
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FIG. 4. Total (green), O-2p (blue), and V-3d (red) orbital DOS
for a 2×2×2 supercell of (a) LT stoichiometric V2O3 and nonstoi-
chiometric V2O3 containing a (b) vV, (c) v′

V, (d) v•
O, or (e) vO defect.

The VBM and CBM of the nonstoichiometric V2O3 (black dashed
lines) as well as the Fermi level (black solid line) are also provided
for each DOS. The stoichiometric VBM and CBM (gray dashed
lines) are also provided for reference. The corresponding activation
energies for carrier conductivity (Ea), i.e., the energy difference
between the stoichiometric CBM and transition levels (dashed lines),
are also annotated in (b) (red) and (d) (blue).

where additional spin-polarized states raise the VBM level by
0.37 eV to significantly reduce Eg to 0.22 eV. The transition
of the oxygen vacancy from v•

O to vO occurs in the middle
of the band gap with Ea = 296 meV relative to the CBM of
stoichiometric V2O3. However, the transition to vO results in
the charge carrier falling below the valence band of vO.

We performed Bader charge analysis to assess the effect
of vacancies on the charges of atoms surrounding the defects

[40]. Figure 5 shows the change in Bader charge in the V2O3

supercell containing vV and vO. Using the Bader charges of
stoichiometric V2O3 as a reference, we find that the charge on
the oxygen nearest neighbors of vV [Fig. 5(a)] becomes less
negative from −1.24 to −1.12. We also observe a positive
charge increase from +1.87 to +2.07 on three neighboring
vanadium atoms within 3.4 Å from the vacancy. This is
consistent with previous observations that LT V2O3 is a p-
type semiconductor as a consequence of vanadium vacancies
[27,41].

In contrast, the charge on the nearest-neighbor vanadium of
vO becomes less positive from +1.87 to +1.67. Furthermore,
the electron carriers are confined to these nearest neighbors
while the hole carriers of vanadium vacancies are present in
the nearest neighbors as well as three additional surrounding
vanadium atoms within 3.4 Å from the vacancy. This suggests
that holes are more delocalized than electrons making hole
carriers more conductive, which explains the lower Ea for vV.

C. Effect of defects on MIT

Figure 6 plots the formation energy for neutral defects
Eform as a function of �μO in the LT monoclinic AFI and HT
corundum FM phases of V2O3. As the stoichiometric FM HT
V2O3 is 2.08 eV/f.u. lower in energy than the NM HT V2O3,
we will focus on the AFI LT and FM HT phases here. The
corresponding plots for the NM phase are presented in Fig. S2
in the Supplemental Material [25], and the relative stability of
defects is the same in both the FM and NM configurations.
As with the LT phase, the vanadium vacancy is more stable
than the other defects in the HT phase. The formation energy
of vV in the HT FM phase is lower (more stable) than that of
the LT phase by 0.26 eV. As such, the stabilization of vV over
stoichiometric V2O3 also occurs when �μO > −2.255 eV. vO

becomes the most stable defect at �μ = −3.87 eV in the HT
phase, but never more stable than stoichiometric HT V2O3.

Table II shows the calculated transition temperature Tc

between the LT AFI phase and the HT FM phase for

FIG. 5. The 2×2×2 supercell of V2O3 containing vV (a) and vO (b). All sites with Bader charges that differ from bulk-like charges are
labeled, while all other sites have bulk-like charges. Bulk-like charges are labeled on the top left sites for oxygen (−1.24) and vanadium
(+1.87).
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FIG. 6. The neutral defect formation energy (Eform) for Oi, Vi,
vV, and vO in LT AFI (solid) and HT FM (dashed) V2O3 as a function
of the oxygen chemical potential (�μO, top x axis). The temperature
scales based on p0 = 0.1 (p0 = 10−13 MPa in parentheses) is pro-
vided on the bottom x axis.

stoichiometric and nonstoichiometric V2O3 using Eq. (5).
Oxygen vacancies increase the LT AFI → HT FM Tc from
165 to 168 K (1.6% change). In contrast, a vanadium vacancy
will significantly decrease Tc from 165 to 119 K (−27.9%).

IV. DISCUSSION

Here, we will provide a discussion of our computed results
in the context of previous experiments on the application of
V2O3 MIT for neuromorphic computing. Using the PBE+U
functional, we have clearly demonstrated that vV are the most
stable defects under a reasonable device operation temper-
atures, which is consistent with past experiments [10,27].
Further, we have shown that vV decreased Tc of MIT for V2O3

by 28% when transitioning from the AFI to the FM phase at
a stoichiometric ratio of V1.98O3 (one vanadium vacancy in a
160-atom system), which is very close to the Tc decrease of
23.4% observed by Ueda et al. [10] for V1.99O3.

One proposed mechanism for the nonthermal MIT ob-
served by Kalcheim et al. [12] is the Poole-Frenkel effect
whereby the electric field reduces the energy barrier for
excitation of trapped carriers from in-gap states into the con-
duction band [42]. Our calculations provide support for this
mechanism. As shown in Fig. 4, vanadium vacancies result in
the formation of trapped charge carriers around Ea = 73 meV
below the CBM of V2O3. An applied field can decrease
this barrier for carriers to hop into the energetically low-
ered conduction band of V2O3 thereby allowing for a purely

TABLE II. Phase transition critical temperature Tc of stoichio-
metric and nonstoichiometric V2O3. Percentage change in Tc relative
to that of stoichiometric V2O3 is indicated in the last column.

LT → HT transition Defect Tc (K) Percentage change

AFI → PM 165
AFI → FM vV 119 −27.9%
AFI → FM vO 168 1.6%

electric-field-induced MIT. Our calculated activation energy
for carrier conductivity under vanadium vacancies is similar to
that observed by Kalcheim et al. [12] (Ea = 60 meV). Future
spectroscopic measurements will be needed to confirm the
existence of these carrier traps to further support this hypoth-
esis. The results also suggest that other doped materials with
trapped charge carriers at a similar level below the CBM may
exhibit electric-field-induced MIT; this is another hypothesis
that would benefit from further experimental validation.

The calculated formation energies predict that the FM HT
phase is more stable than the AFI phase in the presence of
vV. This is consistent with the results of Ramirez et al. [8],
who demonstrate a sudden breakdown of MIT in V2O3 at
an ion bombardment concentration above 2×1014 ions/cm2.
This was accompanied by a breakdown in structural phase
transition (SPT) whereby the corundum phase is stable even
below the stoichiometric critical temperature of 165 K. The
ions were not found to be embedded in the actual V2O3

sample, which is an indicator of intrinsic defects being intro-
duced. In contrast, VO2 exhibits no SPT or MIT breakdown
despite having a higher concentration of ion bombardment.
Past computational results of VO2 [43] showed Oi and vO

to be the dominant defects in VO2, with LT VO2 being able
to easily recover its stoichiometric state via the diffusion of
oxygen from the air [44]. However, such a recovery would not
be possible with the vanadium defects in V2O3, which could
explain the breakdown of SPT and MIT in V2O3 but not VO2.

V. CONCLUSION

To conclude, we explored the performance of five DFT
functionals in assessing the bulk properties of HT and LT
V2O3 with regard to Mott insulation, and we concluded
that the PBE+U functional provides the best compromise
in computational accuracy and efficiency. It was shown that
vanadium vacancies are the most stable defects under typi-
cal device operation temperatures. Vanadium vacancies can
influence MIT in two ways. They can decrease the criti-
cal temperature required to induce the transition from the
monoclinic low-temperature AFI phase and the corundum
high-temperature FM phase. They can also lead to a nonther-
mal transition whereby a hole carrier hops from an in-gap state
to the CBM whose energetic barrier is decreased due to an ex-
ternal potential (the Poole-Frenkel effect). These mechanisms
can help reduce the energy consumption of neuromorphic de-
vices. We will apply this analysis to other vanadate materials
for a more comparative study in the future.
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